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Leveraging Nanoparticles to Boost Antigen-Presenting Cell Efficacy in Immunotherapy by
Medha Nalakonda

Abstract
Nanoparticles play a pivotal role in revolutionizing immunotherapy, particularly in

targeting antigen-presenting cells(APCs) to induce a robust cell-mediated immune response.
Some of the foundational cell types include dendritic cells, macrophages, and the B cell. APCs
are considered to play an essential role in mediating and controlling immune responses;
nanoparticles represent a refined method to modulate APC activation. Lastly, it cannot be
overemphasized that nanoparticle matter can influence the type of APC and this depends on the
design of the nanoparticles; their materials, size, shape as well as surface modifications. By
modulating these characteristics one gets to control the way nanoparticles interact with the APCs
to eventually alter the immune response. For instance, nanoparticles can be used in targeting
APCs where the antigens or therapeutic agents can be delivered efficiently with a subsequent
increase in antigen presentation and boosting of T cell activation. This level of control of the
immune system is very useful especially when designing immunotherapies that are dramatically
more effective with fewer or no side effects.

1. Introduction
Nanoparticles (NPs) are small particles that typically range in size from 1 to 100

nanometers. They may be composed of various materials including polymers, metals, lipids, or
proteins (Figure 1). All kinds of NPs play a crucial role in drug delivery, especially through
improving stability and solubility of the encapsulated cargo, the therapeutic substances loaded in
the NPs1,2. Encapsulating drugs in NPs improves drug permeability through cell membranes,
initiates intracellular trafficking, and controls biodistribution around the body3,4. NPs contribute
to increased safety and efficacy in drug delivery by protecting the loaded drug, although their
potential is limited by heterogeneity, which is often overlooked in research3. A variety of drug
cargoes can be delivered using different NP structures, including proteins, nucleic acids,
lipophilic drugs, DNA strands, and RNA strands. Designing nanoparticles with diverse
properties and structures to surmount such barriers is an area of immense interest among
scientists seeking versatile platforms to optimize drug delivery.
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Fig 1: (A) Cartoon schematic of an unloaded(top) gold NP and a gold NP loaded with DNA,
proteins, and antibodies on its surface (bottom). (B) Cartoon schematic of an unloaded(top) lipid
NP and a lipid NP loaded with nucleic acids(bottom). (C) Cartoon schematic of an unloaded(top)
polymeric micelle and a polymeric micelle loaded with lipophilic drugs(bottom). (D) Legend of

different nanoparticle cargo. Made with BioRender.

NPs are frequently used to deliver immunotherapies, which engineer the immune
response to treat disease. The immune response is a set of intricate biological processes that
shield the body from invading harmful pathogens like bacteria, viruses, and parasites as well as
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cancer cells. This defense system employs several mechanisms, which enable it to identify and
destroy any foreign intruders while preserving self-tolerance3. There are two types of immune
responses: innate and adaptive immunity. Innate immunity includes immediate, non-specific
defense mechanisms like physical barriers, such as skin tissue and mucosa, inflammation, and
white blood cells like macrophages and neutrophils4,5. Conversely, adaptive immunity is
antigen-specific due to lymphocytes recognizing certain antigens which results in antibody
production or memory development in immunological memory4,5. Immunotherapy harnesses the
power of the immune system to treat diseases, particularly cancer, by either stimulating the
immune response or suppressing the mechanisms that inhibit it. This includes treatments such as
checkpoint inhibitors, monoclonal antibodies, and adoptive cell therapy, which aim to enhance
the body's ability to recognize and destroy cancer cells6. Recently, NPs have been widely utilized
to deliver immunotherapies, prompting massive research investment in engineering new NPs and
characterizing their drug delivery performance.

Here, we explore the role of NPs in delivering immunotherapies and describe their
interactions with the immune system, specifically antigen-presenting cells (APCs) like
macrophages, dendritic cells, and B-cells. Overall, this review presents an opportunity for using
NPs in developing novel therapeutic approaches aimed at eradication of cancerous cells within
the human body.

2. Immune Response
The human body’s immune response is its mechanism for defense against harmful

pathogens. It comprises the innate, nonspecific defenses that act immediately, and the adaptive
defenses, which are more specific and take a longer time before they become effective. The latter
include mucosa and skin tissue, phagocytic cells, and inflammatory responses7. On the other
hand, the adaptive immune system offers a specific and targeted response, involving specialized
cells like T and B lymphocytes, while occurring over a longer period of time–four to seven
days7. These cells attack pathogens specifically, while adaptive immunity has an anamnestic
memory of prior exposure that enables faster and better defense4. T and B lymphocytes are
introduced to cancerous cells through the delivery of certain antigens with the help of specialized
APCs, like dendritic cells. Antigens can be classified as either foreign or self. Foreign antigens
can be parts of microorganisms or toxins produced by these microorganisms. Self-antigens
originate within the body and are tolerated by the immune system. The immune system is
moderated by Major Histocompatibility Complex (MHC) class I and class II proteins8. These
proteins release specific peptides that allow for the presentation of antigens to T and B cells.
MHC class I proteins have peptides derived from intracellular pathogens which are described as
self-antigens9,10. Additionally, this permits T-cell receptors to distinguish harmful cells in the
body from the infected ones. Conversely, MHC class II proteins present peptides from
extracellular pathogens on T-cells’ surfaces leading to the recognition of foreign cells within the
body10. However, these MHC class II proteins are primarily expressed on the surfaces of APCs
such as dendritic cells (DCs), macrophages, and B-cells.
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APCs are encountered in different parts of the body and they are on constant surveillance
for foreign elements11. DCs reside in the skin tissue to validate the presence of antigens as part of
a pathogen that can harm a human being. These cells capture, process, and present antigens to
T-cells, mainly CD4+ cells, which help induce immune responses against pathogens12. Type two
conventional dendritic cells (cDC2s) are more efficient in presenting soluble antigens and long
peptides than cellular antigens13. Capturing and presenting antigens are among several
mechanisms employed by APCs to enhance host immunity while avoiding autoimmune attacks
toward self-antigens14. Another type of molecule produced by T-cells is cytokine which functions
as signaling factors interacting with B-cells. Different types of cytokines depend upon the nature
of the immune response required for obliterating all detrimental cells within the system. These
signals induce B-cell activation and differentiation. The plasma cells develop from some B-cells
which synthesize antibodies against the recognized antigens and then release them into
circulation. These antibodies circulate in the bloodstream and other body fluids, ready to bind to
and neutralize the corresponding antigens.

The study of such APCs is significant in immunology since they have a central role in
immune responses. They are important to immunotherapy because of their multiple faces in
regulation and the possible impact on new immunotherapeutic approaches. DCs for example, not
only initiate immune responses but also contribute to the maintenance of immune tolerance.
However, DCs are needed critically for the coordination of adaptive immune response as well as
modulation of other immune cells45. Among them, cDC2s can induce Regulatory T Cells (Tregs)
which suppress over-activation of immunity and prevent autoimmune reactions15. Consequently,
nanoparticles are often combined with improved functionality of DCs and other APCs. In
NP-based immunotherapies, the NP interactions, particularly with DCs, must be understood to
achieve powerful and targeted immunity minimizing off-target effects.

Immunotherapy leverages the immune system's existing infrastructure to target and
destroy cancer. Immunotherapies can be precisely delivered through NPs. Cancer
immunotherapy primarily involves APCs, which capture antigens and present them to B and T
cells for immune response initiation. These antigens are found throughout the body and lead to
cancer cell elimination. Additionally, NPs enhance the capabilities of APCs by delivering drugs,
molecules, and antigens to APCs. Immunotherapy strengthens the APC function by enhancing
the immune system’s ability to identify and attack cancerous cells.

3. Nanoparticles
3.1 Metallic Nanoparticles

MNPs are composed of metals like gold, silver, platinum, iron, and copper. (Figure 1A).
Due to consisting of smaller molecules and having a high surface area, these MNPs have unique
physical and chemical properties, which make them particularly useful in immunotherapy. Due
to their wide range of modifiable characteristics, MNPs can be easily altered, which makes them
efficient delivery mechanisms18–20. In addition to being used in imaging processes within the
body, MNPs are generally used as catalysts for initiating the immune response and sensing
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pathogenic microorganisms during immunotherapy21. The catalytic properties of MNPs are
especially useful during immunotherapy as it allows the immune system to act against diseases
and harmful pathogens in the body by directly delivering antigens to cancer cells. Vines et al.
leveraged Gold nanoparticles (AuNPs) in photothermal therapy for cancer treatment, using their
ability to efficiently absorb and emit light22. These help in the selective destruction of cancer
cells by converting light energy into heat4. In using biological molecule detectors too AuNPs are
employed therefore. They play a role in imaging as contrast agents and drug delivery carriers
alike. AgNPs are also another type of MNP that is commonly used and often referred to as silver
nanoparticles (AgNPs). These nanoparticles possess antimicrobial properties which are widely
used in medical applications against bacteria and viruses. Bacterial cells suffer from oxidative
stress protein malfunctioning and DNA damage from AgNPs’ small size and large surface
area23,24. These effects of silver AgNPs inhibit further microbial growth which prevents tumours
from forming in the body. Like AuNPs, AgNPs’ ability to interact with light and other materials
makes them suitable for medical imaging25. Copper nanoparticles (CuNPs) greatly depend on
size as their high surface-to-volume ratio makes them highly reactive. CuNPs also serve as
catalysts for the immune response system in addition to being great conductors of electricity26,27.
CuNPs also have antimicrobial properties, but they are less potent than the ones in AgNPs.
Finally, iron-oxide nanoparticles (IONPs) are made up of both iron and oxygen atoms and are
highly reactive like CuNPs. IONPs are also attracted to magnets, but they don’t retain magnetism
themselves when in the absence of a magnetic field27. Furthermore, IONPs serve as the means of
transport for precision therapy and also generate heat like AuNPs that destroy cancerous cells.
The variety of MNPs offers specific advantages making them useful for various technological or
scientific purposes as shown in Table 1.

Metallic
Nanoparticle
Type

Gold Silver Copper Iron-Oxide

Composition Au Ag Cu IO

Biocompatibility Moderate Moderate Moderate Moderate

Biodegradability Low Low Low Low

Functional
properties

Optically active,
imaging contrast
agents, efficient
light interaction

Antimicrobial25,
oxidative stress
induction,
protein
dysfunction,
DNA damage in

Antimicrobial25,
highly reactive,
conductors of
electricity

Highly reactive,
attracted to
magnets, serve
as contrast
agents in
Magnetic
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bacteria, medical
imaging

Imaging, heat
generation

Loading abilities Moderate
amounts:
proteins, nucleic
acids, small
molecules

High amounts:
proteins, nucleic
acids, small
molecules

Moderate
amounts:
proteins, nucleic
acids, small
molecules

Moderate
amounts:
proteins, nucleic
acids, small
molecules

Table 1: Compares the characteristics of gold NPs, silver NPs, copper NPs, and iron-oxide NPs.

In immunotherapy, MNPs are often engineered to carry a large amount of cargo, such as
antigens or other immune-stimulating molecules. Evans et al. discussed how MNPs, due to their
ability to target the spleen and lymph organs and the relevant immune cells, can catalyze the
immune system’s recognition abilities to target specific cells4. MNPs' enhanced permeability and
retention allow them to accumulate in tumors which is beneficial for delivering cancer
immunotherapy treatments4. MNPs can also be effectively used to deliver immune adjuvants,
which trigger robust immune responses against cancer cells. Moreover, MNPs can be
manipulated using external magnetic fields, allowing for precise control over the movement and
concentration of therapeutic agents within targeted tissues. This capability is especially useful in
ensuring that the immunotherapeutic agents are delivered efficiently and accurately to the desired
locations28. Additionally, metallic nanoparticles can be used to modulate the immune system,
suppressing inflammatory responses in autoimmune diseases or enhancing immune responses in
vaccination29.

3.2 Polymeric Nanoparticles
Another class of NPs that are widely used is Polymeric NPs. These NPs are synthesized

from natural or synthetic monomers or preformed polymers. These various materials allow for
several possible structures and characteristics of polymer NPs. Due to their high biocompatibility
and simple formulation parameters, polymer NPs are commonly preferred for delivery30. The
therapeutic cargo is entrapped in the polymer matrix within the NP’s core. While the therapeutics
can be physically bound to a polymeric NP’s surface, they can also be chemically conjugated to
the polymer itself as shown in Figure 2. This conjugation allows for a controlled release of the
therapeutic and also serves as extra protection to ensure that the cargo does not fuse with other
cells in the body. In addition, a polymer NP’s ability to deliver multiple drugs makes it favorable
for co-delivery applications31.
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Fig 2: Display of one of the ways drugs are loaded into a polymeric nanoparticle before
delivery(chemical conjugation). The therapeutics become chemically linked to the polymer

backbone on the nanoparticle’s surface. Made with BioRender.

Polymer nanoparticles are usually found in the form of nanocapsules and nanospheres but
can be further divided into different shapes such as polymersomes, similar to liposomes32.
Nanocapsules are formed by a thin polymeric envelope and carry the dissolved drug in its oily
core. This nature of the oil-based core influences the small size of nanocapsules due to its
hydrophobicity between the different liquid phases. They are surrounded by a polymeric shell
that administers the release of the cargo. Nanospheres, on the other hand, have a spherical shape
and are structured like a continuous polymeric network that contains the drug32. Another
category of polymeric NPs is dendrimers. Dendrimers have central cores that give rise to
controlled sequential branching. This way of adding new branches or layers to the core leads to
unique symmetry and monodispersity, which gives them uniform size distribution among other
advantages. Dendrimers can be designed with biocompatibility in mind, and their surface
properties can be changed to minimize toxicity33. PEGylation (attachment of polyethylene
glycol) is widely used to improve the compatibility between dendrimers and blood as well as
enhance their circulation time in it34. Moreover, it allows for the fine-tuning of outer surface
properties by functionalizing with various groups. These branches provide a versatile platform
for drug delivery systems, imaging agents, and gene delivery35.

Dendrimers have been studied for gene delivery applications, which is a specific form of
immunotherapy. Dendrimers’ positively charged surfaces can easily bind with negatively
charged DNA, which in turn aids efficient gene delivery into cells. Polymers’ molecular weight
and DNA loading optimize the formulation of polymeric nanoparticles to define encapsulation
efficiency and release kinetics. For example, cationic polymers are specially designed polymers
that are appropriate for DNA delivery thanks to their ability to encapsulate complex mixtures and
specific sequences33. Upon delivery, these NPs can facilitate the release of DNA into target cells
through mechanisms such as surface functionalization, electrostatic interactions, or triggered
release in response to environmental cues36. Apart from DNA, dendrimers can hold many other
types of cargo, such as therapeutics, nucleic acids, and small molecules, due to their ability to
encapsulate drugs within their internal voids or attach drugs to their surface. They also transport
charged polymers like polyamidoamine (PAMAN) which are highly branched macromolecules.
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It could be used for drug conjugation or encapsulation because of the branches as well as
terminal amine groups, thus resulting in efficient loading of therapeutic agents. There is a
possibility to synthesize PAMAN dendrimers with precise control over their size and molecular
weight. The latter can be used to produce nanoparticles with uniform properties that are
necessary for reproducibility and scalability37. This then implies that these dendrimers have a
high surface-to-volume ratio hence a great number of functional groups at which drugs can bind
thus making them suitable for delivery of different types of therapeutics including small
molecules, nucleic acids, and proteins. A targeting ligand, imaging agent, or stimuli-responsive
moiety could be attached to the PAMAN polymer nanoparticle to attain tissue-specific activity,
improve imaging capabilities, or release the drug in response to external stimuli. This occurs
when the NPs undergo enzymatic degradation which is a controlled release mechanism that can
improve drug efficacy and minimize systemic side effects by reducing drug exposure to
non-target tissues38. Even though these nanoparticles are a versatile platform for drug delivery
they can be considered dangerous due to their varying degrees of biocompatibility, which can
induce cytotoxicity39.

While PEG NPs are also used as delivery agents, they are more widely known for their
various attributes related to reducing protein adsorption, minimizing immune responses, and
prolonging circulation time in blood stream40. PEG polymer nanoparticles have the capacity to
encapsulate drugs within their structure which protects the drug from degradation in vivo,
enhances its solubility, and improves its stability in biological environments40,41. Additionally,
PEG polymers can be modified to have specific chemical properties that facilitate the loading
and release of drugs. The surface of PEG polymer NPs contains targeting ligands that control
selective binding to receptors overexpressed on diseased cells, which also enhances the NP’s
specificity for the target tissue. One of the main benefits of PEG polymer nanoparticles is that
they can avoid detection by the immune system and remain in the bloodstream for a longer time.
This behavior called “stealth” results from the water-soluble nature of PEG, because it decreases
interaction with blood components and avoids recognition by the immune system, making these
particles last longer42. Moreover, this controlled architecture enables fine-tuning of surface
functionalities of dendrimers which helps improve therapeutic efficacy and makes them a
potential class of polymeric nanoparticles for delivery processes.

Polymeric nanoparticles, moreover, have shown considerable potential for
immunotherapy approaches as they can be modified to encapsulate different types of
immunotherapeutic agents and also shield cargo from mechanical obstructions41. Polymeric
nanoparticles could also be engineered to overcome these barriers which would enable such
therapies to be taken where it had not been possible before. On arriving at their desired locations
polymeric nanoparticles may be modified for controlled release kinetics so that immune cells are
consistently exposed to therapeutic molecules resulting in a sustained immune response40.
Furthermore, their external surface can be tailored to interact with APCs promoting antigen
presentation as well as T-cell stimulation32.
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A polymer nanoparticle’s biomimetic nature and stability during storage enhance its
appeal, while the ease of modification allows for targeted drug delivery. Even with its wide
variety of applications, polymer nanoparticles come with certain disadvantages, such as an
increased risk of particle aggregation and potential toxicity concerns. Due to these effects, there
are many limitations placed on the type of polymer nanoparticles by the FDA.

3.3 Lipid-Based Nanoparticles
Liposomes are some of the most used nanocarriers due to their inert abilities to be readily

internalized by the cells in the human body because of their similar chemical compositions to
cell membranes. Liposomes also easily encapsulate nucleic acids and provide a smooth transition
into the cancer cells. Liposomes also have the unique property of successfully entrapping
hydrophilic and lipophilic compounds in the same system due to their layered structure to carry
multiple medicines39,40. Its properties also extend to having high biocompatibility,
biodegradability, and low immunogenicity43,44. On the other hand, Lipid nanoparticles (LNPs) are
commonly utilized in the delivery of nucleic acids. LNPs are different from traditional liposomes
as they form a micelle-like structure in the particle’s non-aqueous core as mentioned in Figure
445. LNPs are composed of cationic or ionizable lipids with negatively charged genetic material
and phospholipids that contribute to the particle’s structure, cholesterol for stability and
membrane fusion, and PEGylated lipids for stability and circulation46,47. This combination allows
for improved drug encapsulation and controlled release. Nanostructured lipid carriers (NLCs) are
a specific type of LNP that consists of a blend of solid and liquid lipids. The inclusion of liquid
lipids in NLCs enhances the stability of the particle under various storage conditions while also
providing a more flexible lipid matrix50. All forms of LNPs major in personalized genetic
therapy applications due to the efficacy of their nucleic acid delivery, simple synthesis process,
and small size and serum stability which enables them to pass through barriers48,49.

Solid lipid nanoparticles (SLNs) are also useful for drug delivery, especially for
hydrophobic drugs, as they combine the characteristics of polymeric nanoparticles and
liposomes51. SLNs are composed of solid lipids and are typically saturated fatty acids or waxes
that remain solid at physiological temperatures. These particles are commonly spherical and have
a solid lipid core matric coated with phospholipids, similar to polymeric NPs. The biocompatible
lipids allow SLNs to reduce toxicity, making them safe for clinical applications like liposomes.
Additionally, they may contain surfactants, ionic and nonionic polymers, and organic salts as
emulsifiers. The structure and interaction between lipid molecules, surfactants, and
co-surfactants significantly impact the crystallization process and the long-term stability of the
aqueous SLN dispersion. SLNs may face limitations in terms of drug loading capacity due to
their solid lipid core. While this issue exists, Duan et al. demonstrated that this low loading can
lead to faster release kinetics from SLNs when loaded with a hydrophobic drug52.

While both SLNs and LNPs are among the most commonly used nanoparticles, they are
limited by low drug loading and biodistribution. This can cause side effects of high uptake to the
liver and spleen which may result in the formation of mimicked cancerous tumors7. More
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importantly, this limitation results in LNPs consistently ending up in the liver or spleen, making
it difficult to target certain areas of the body for the execution of the precision treatment.

Lipid-Based
Nanoparticle Type

Liposomes Lipid Nanoparticles
(LNPs)

Solid Lipid
Nanoparticles
(SLNs)

Composition Phospholipid bilayer Cationic or ionizable
lipids, nanostructured
lipid carriers (NLCs),
phospholipids,
cholesterol,
PEGylated lipids

Solid lipids,
phospholipids,
surfactants, polymers,
emulsifiers

Structure Layered Micellar in the
particle core

Spherical solid lipid
core matrix coated
with phospholipids

Compatibility High with
hydrophilic and
lipophilic compounds

Suitable for nucleic
acid delivery

Useful for
hydrophobic drugs

Drug Encapsulation Multiple medicines Improved
encapsulation and
controlled release

Drug loading
capacity may be
limited

Limitations Low drug loading,
biodistribution issues

Low drug loading,
biodistribution issues

Low drug loading,
limited release
kinetics

Table 2: Compares the characteristics of liposomes, lipid NPs, and solid lipid NPs.

4. How Nanoparticles Can Affect Professional Antigen-Presenting Cells
NPs play an important role in the body’s immune response. Specifically, their unique

characteristics and delivery mechanisms allow them to aid APCs in carrying out the antigens and
catalyzing the immune response process as mentioned in Table 3.

4.1 Nanoparticles and Dendritic Cells
MNPs aid DCs in carrying out the antigens that T cells target and catalyzing the immune

response. For example, in immunotherapy, metallic nanoparticles can engulf more antigens used
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for pathogen targeting within the body due to their large surface area and high density11.
Cytokines released by these DC-NP interactions may potentially cause inflammation that has an
effect on the recruitment and activation of other immune cells. Therefore, they provide systemic
immunity and stop the development of other malignant tumors53. Additionally, NPs can control
DC maturation as well as activation, by determining future immune responses. They act as
adjuvants enhancing immune responses which makes them valuable in vaccine development4.
Such adjuvant-like characteristics promote the expansion of T-cells and the prevention of tumor
growth4. In contrast, some NPs such as polymer nanoparticles address this issue by co-delivering
antigens and adjuvants on a single particle13. In ablative therapy, which focuses on destroying
diseased tissue while minimizing damage to surrounding healthy tissue, MNPs produce energy to
heat up blood vessels that feed tumors hence opening more sluices for NPs and T cells4. This
leads to specific antigens against cancer cell death as well as danger signals from the tumor
microenvironment. These antigens are then captured by dendritic cells (DCs) which interact with
T-cells in draining lymph nodes (DLNs). Liposomes and gold nanoparticles also present antigens
and adjuvants, thus facilitating their uptake by DCs. Due to their property of surface
modification, AuNPs can be coated with diverse molecules that enhance interaction with
immune cells12. In addition, vaccine development often relies on various kinds of polymeric
nanoparticles such as dendrimers and polyethylene glycols that can be engineered for targeted
antigen delivery into DCs54. Cytotoxic T lymphocyte immune responses are stimulated via these
processes. Nevertheless, the size, surface properties as well as composition of NPs also
determine their toxicity affecting DC viability and function leading to enhanced stimulation of
immune response thus offering promising avenues for immunotherapy development14.

Antigen-Presenting
Call

Dendritic Cell Macrophage B-Cell

Immune Response Adaptive Innate Adaptive

Antigen Uptake endocytosis and
phagocytosis

Phagocytosis,
receptor-mediated
endocytosis

B cell receptor
binding

Effector Function Stimulate T cell
activation and
differentiation,
promote immune
response

Phagocytosis,
cytokine secretion,
inflammation
modulation

Antibody secretion,
memory cell
formation, antigen
presentation

Interaction with
Other Cells

Primarily with T
cells, but also with
macrophages and

With other immune
cells and
non-immune cells

With helper T cells,
other B cells, and
antigen-presenting
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other dendritic cells cells

Role in Immune
Response

Initiators of adaptive
immune response,
bridge innate and
adaptive immunity

Key players in innate
immunity, tissue
homeostasis, and
inflammation

Central to humoral
immunity and antigen
recognition

Table 3: Table comparing characteristics and functions of each APC.

4.2 Nanoparticles with Macrophages
The use of NPs can increase DC efficiency in immunotherapy to a great extent but when

it comes to macrophages, they provide opportunities for the optimization of
nanoparticle-mediated therapies. In immunotherapy, the role of macrophages, a type of white
blood cell component of innate immunity, is crucial in many physiological processes such as
immunity, tissue homeostasis, and inflammation15. M1 and M2 are two different categories of
macrophages that have diverse roles in inflammation and cancer. M1 macrophages are classical
activation macrophages involved in proinflammatory processes and antitumor immunity. They
also produce high levels of pro-inflammatory cytokines, and reactive oxygen species among
other molecules contributing to inflammatory responses and protection against foreign
invaders39. In cancer therapy, M1 macrophages play a protective role by amplifying immune
responses secreting factors that inhibit tumor growth and angiogenesis. M2 macrophages
alternatively activated macrophages with anti-inflammatory activity in inflammatory diseases.
These release anti-inflammatory cytokines which promotes tumor progression and poor
prognosis via aiding tumor growth and invasion within the tumor microenvironment16,17.

Macrophages are usually linked with therapies relating to NPs. NPs can be modified at
the surface to direct them toward these cells, thus revolutionizing disease treatment through the
targeted delivery of therapy agents specifically meant for these types of immune cells. As a result
of the highly phagocytic nature of macrophages that can engulf foreign particles such as NPs,
NPs have the ability to enhance this process and resultantly increase therapeutic cargo uptake by
such immune cells. This interaction could lead to variations in immune response inside
macrophages thereby affecting the whole body's immunity. It also allows rapid AP activation due
to up-regulated phagocytosis by NPs55. Macrophage states and functions have been regulated
using engineered NPs. Some forms of NPS polarize macrophages into either pro-inflammatory
(M1) or anti-inflammatory (M2) types depending on their intended use for treatment purposes.
This modulation may be used to improve an immune response against cancer or dampen
inflammation during autoimmune diseases. For example, in cancer immunotherapy, there are
instances where nanoparticles are produced with properties that allow them to bind
tumor-associated macrophages(TAMs), which tend to exhibit pro-tumoral functions most times.
An alternative approach would be to directly deliver treatment in the form of either cytokines or
chemotherapeutic agents that can suppress TAMs. These nanomaterials may redirect
macrophages’ responses from their pro-tumoral phenotype to anti-tumor one resulting in
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enhanced efficacy of cancer treatment56,57. Such advances in immunotherapy are possible due to
nanoparticles’ ability to enhance phagocytosis and macrophage activation during
macrophage-mediated therapies.

4.3 Nanoparticles with B-Cells
As they do with dendritic cells and macrophages, nanomaterials play a pivotal role in

modulating the functions of B cells, particularly in the context of antitumor immunity and
vaccine development. Besides, gold nanoparticles (AuNPs) coated with polyethylene glycol
(PEG) have been extensively applied to enhance humoral immunity to boost B-cell responses58.
Moreover, functionalization of NPs with Toll-like receptor (TLR) ligands boosts their capacity to
elicit muscular humoral responses in vivo. Unlike soluble antigens, NPs activate B cells by
displaying antigens on their surface leading to a more rapid response time59. Thus, cancer cells
can be directed while sparing normal tissues hence reducing systemic toxicity. This has increased
the promise for nanomaterials as new mechanisms for actively targeting B-cell
lymphoma—cancer that arises from B lymphocytes thereby demonstrating its prospects in cancer
immunotherapy.

When introduced into the body, NPs tend to become concentrated in immune-rich organs
such as the spleen and lymph nodes where they are taken up by specific subsets of B cells
without affecting their viability or function60,61. There is enhanced uptake of NPs by activated B
cells, making it possible to target modulation of B cell responses62. Importantly, NPs are inert
and have no pro-inflammatory effects or interfering effect on immune reactions directed towards
antigens; thus they are becoming suitable for manipulation of B cell function58. Furthermore, the
interaction between gold nanoparticles and B cells specific to adaptive immunity suggests that
these particles might be involved in antibody synthesis and immune memory development63. The
vast range of properties exhibited by NPs promises significant improvements in vaccine design,
immunotherapy techniques, and targeted drug delivery approaches to improve therapeutic
outcomes while reducing undesirable side effects on the immune system caused by an
uncontrolled B cell response.

5. Future Potential
5.1 DNA-Based Nanoparticles

There has been development in the design and construction of DNA-derived
nanomaterials over the past few years. The peculiarities of DNA, like self-assembly recognition,
allow for advantages such as being controllable or programmable, biocompatible, and easily
modified64. As a result, they hold great potential as drug delivery systems, particularly in the
context of tumor treatment.

The construction of DNA nanostructures is based on the principle of base complementary
pairing. This eventually led to the development of DNA origami which opened doors to creating
complex two-dimensional (2D) and three-dimensional nanostructures with increasing
sophistication65,66. DNA nanobots have been built upon the original DNA origami technology,
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exhibit dynamic mechanical functions, and hold the potential for precise drug delivery by
navigating along designed paths to target lesions accurately67. DNA's inherent complementary
base-pairing ability allows for the simultaneous loading of many different sizes and types of
drugs and cargo, making it extremely versatile. Moreover, the ability to address DNA
nanostructures sensitively allows the directing of charged molecules' valence and position.
Besides that, it is possible to develop functional DNA nanosystems with highly complex
three-dimensional structures, such as tetrahedral structures, cubic lattices, spheres, and other
polyhedra. The advantages of DNA nanodevices include their biocompatibility, ease of synthesis,
modifiability, and programmability67. They can effectively carry drugs with the aid of functional
elements and achieve efficient delivery. Additionally, DNA nanodevices are preferred over other
traditional delivery systems for instance; they can respond to a wide range of stimuli like light
temperature magnetism hydrogen ion concentration enzyme level, and so on controlling
releasing rate in drug lows being user-friendly while maintaining some stability and
controllability to reduce the risk of toxic effects68. DNA nanodevices have shown potential in the
delivery of drugs because they can bind specifically via high affinity to target molecules. They
have tunable valence state controls due to their high controllability levels and hence can be used
as carriers for multiple drugs at one time without interfering with or disturbing each other’s
functions. Furthermore, the synergistic combination of DNA nanomaterials and other
nanomaterials, such as MNPs and nanorods, enhances therapeutic efficacy. Moreover, the
potential of DNA nanoparticles in immunotherapy holds great promise for revolutionizing the
treatment of various diseases. DNA NPs can also be engineered to carry specific genetic material
that encodes for tumor antigens. By leveraging the precise targeting and programmability of
DNA nanotechnology, we can develop more effective and personalized therapies that minimize
off-target effects and maximize therapeutic outcomes. As research in this field continues to
advance, DNA nanoparticles can offer innovative approaches for treating a wide range of
diseases.

5.2 Future Potentials with Gene Editing
Apart from these new discoveries for drug delivery, NPs hold immense potential for

correcting various diseases through gene editing which is crucial in immunotherapy because it
allows for the precise modification of immune cells to enhance their ability to recognize and
attack cancer cells or pathogens, leading to more effective and personalized treatments. For
example, using CRISPR-Cas9 or similar technologies, NPs can deliver gene-editing components
directly to T cells, modifying genes to improve their ability to recognize and destroy cancer cells.
This precision ensures that only the desired genetic changes are made, reducing the risk of
off-target effects and increasing the efficacy of the therapy. Furthermore, NPs can protect these
gene-editing components from degradation and facilitate their entry into cells, overcoming
significant barriers that traditionally limit the efficiency of gene delivery systems.

However, these procedures encounter formidable extracellular and intracellular barriers
when attempting to reach the genomes of target cells. Lipid nanoparticles have proved to help
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these genome-editing technologies overcome these obstacles. Intracellular targeting in most
NP-based genome-editing systems involves the electrostatic complexation of nucleic acids with
cationic materials3. NPs participate in intracellular delivery which occurs through
receptor-mediated endocytosis and phagocytosis, where systems are optimized for active
targeting to enhance endocytic uptake in the intracellular environment69. Specifically, LNPs can
influence intracellular trafficking passively, yet they can also be actively targeted to specific
organelles. Apart from this, when genome engineering applications are addressing cystic fibrosis,
gene therapy has failed to produce desirable results due to the mucus barriers that prevent NP
delivery. There has been significant progress in creating muco-penetrating systems with smaller
NPs than the mesh pore size of mucus with the incorporation of PEGylation. Moreover, utilizing
genome editing techniques may enhance NP control and safety resulting in new solutions for
complex genetic disorders70. Genome editing can make NPs have more accurate control, and
reduce safety problems while giving means to tackle complicated genetic disorders that were
previously difficult to address. At present, the scientific effort focuses on making NP designs
better to use them at their best efficacy and safety levels in different therapeutic applications.

5.3 Limitations, Biological Barriers, and Future Directions
Although nanoparticles present vast opportunities in various fields, there are challenges

that need to be considered prudently. Many types of nanoparticles can cause toxicity or provoke
an immune response; the biocompatibility, toxicity, and distribution of nanoparticles depend on
their size, shape, surface charge, and composition processes. Nanoparticles can accumulate in
specific tissues or organs leading to adverse effects such as organ failure or inflammation plus
other complications in the long run due to their presence as foreign materials recognized by the
immune system which compromises safety and effectiveness. Obstructions posed by mucus
thickness or blood at physiological barriers can also limit penetration and delivery routes for
nanoparticles3,71. This limitation can affect their efficacy in targeted drug delivery to specific sites
within the body. The deficiency would render them ineffective for targeted delivery of drugs to
specific sites within the body. Scientists have worked around this limitation by experimenting
with various coatings on NPs so as to stop their identification as foreign materials. These
protective coatings are made from polymer or silica shells which cover the NP surface area
minimally, ensuring low contact with water and thereby reducing the release of toxic ions into
the body72.

Beyond biological factors, production hurdles exist. Manufacturing certain NPs,
especially those requiring advanced materials like metallic NPs, can be expensive, hindering
widespread adoption73. Scaling up lab-made processes for industrial production presents its
challenges in terms of consistency, quality control, and feasibility74. Researchers have turned to
green synthesis processes for NP development to overcome this hurdle. Green synthesis is an
environmentally friendly manufacturing procedure of NPs that allows for uniform production
and prevents the use of chemicals that may be harmful to the human body. This new style of
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assembling NPs has resulted in efficient use of resources as well as improved their
biocompatibility with the human immune system during therapeutic applications75.

NPs may also struggle to reach specific targets within the body due to limited tissue
penetration, potentially affecting their ability to deliver drugs effectively. Similar to other
limitations, NPs can use specific particle coating to break through physical barriers. For mucin
fibers, NP surfaces can be covered in hydrophilic materials to reduce the hydrophobic
interactions between themselves and the mucin fibers76. By preventing such interactions, NPs
will have enhanced mucus-penetrating ability, so they are not prevented from reaching their
targeted sites. Avoiding mucin fibers is not the only biological barrier in the body, so a final
solution for this issue has not been presented yet to be used for all types of NPs.

Finally, ethical and societal considerations are raised when discussing the potential of
NPs. Issues surrounding privacy, informed consent, and equitable access to these technologies
demand thoughtful solutions. By addressing these challenges, we can ensure that advancements
in NP-enhanced immunotherapy are developed and implemented responsibly. Ultimately, the
integration of nanoparticles in immunotherapy holds significant promise for revolutionizing
cancer treatment.
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Unraveling the Net Worth: Exploring Financial Disparities and Diversity Deficits in Tennis
By Finn Johnson

Abstract
The cost of tennis for young players—such as equipment, lessons, tournaments,

etc.—imposes financial barriers and affects the composition of the sport. Tennis is an expensive
sport with high entry costs—competitive players require coaching, equipment wears out quickly,
traveling to tournaments is both time-consuming and expensive, and tennis academies do not
have financial aid but are as expensive as boarding schools. These factors, along with the fact
that few professional tennis players are people of color, disproportionately affect low-income
communities, especially for non-white players. In this paper, I will clarify the magnitude of the
effect, how that influences the tennis circuit, and what can be done to change tennis culture.

Introduction
The roar around the Arthur Ashe Stadium in Flushing, New York, was deafening. One

point separated Frances Tiafoe from advancing to the US Open semifinal. Thus far, the
quarterfinal between Tiafoe and Andrey Rublev had been a one-man show, with Tiafoe handily
dispatching Rublev in the first two sets. After waiting for the crowd to quiet down, Tiafoe
bounced the ball several times before acing Rublev outside to win the match. Tiafoe roared with
the crowd and launched the second ball into the air. Tiafoe’s smile proclaimed a more significant
message than a win. This win was the most important of Tiafoe’s young career; the
twenty-four-year-old had never advanced past the quarterfinal round in a Grand Slam. His run to
the semifinals—during which he beat Rafael Nadal, a twenty-two-time Grand Slam winner—was
unprecedented for many reasons. Tiafoe was the youngest American man to reach the US Open
semifinals since 2006 and the first African American man since Arthur Ashe in 1968 (1).
Tiafoe’s story is even more groundbreaking than his feats.

The story of Tiafoe’s meteoric rise is a fascinating tale. His parents fled Sierra Leone to
escape the burgeoning civil war and later met in Washington, D.C. Tiafoe’s father worked on the
construction crew for the Junior Tennis Champions Center (JTCC) in College Park (2). After
construction of the JTCC was finished, Tiafoe’s father became the head custodian of the
building, and he converted a storage room into a living space for the family (2). Tiafoe started
playing tennis at age 3 and practiced on the JTCC courts late at night and early in the morning.
During one of these late-night/early-morning hitting sessions, he was spotted by Misha
Kouznetsov, a JTCC tennis coach searching for talent to develop. Kouznetsov recognized his
potential and helped Tiafoe compete in local tournaments (2). Tiafoe dominated prestigious
junior tournaments, culminating in a win at the Orange Bowl, a prestigious junior tennis
competition held annually in Florida. Winning the Orange Bowl at seventeen launched him into
the spotlight; soon after, he turned pro.

Tiafoe’s case is unique. Despite growing up poor, fortuitous circumstances provided him
with a court to train, the opportunity to attract a renowned coach, and, ultimately, the chance to
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compete at the highest level. However, most players from low-income backgrounds cannot
access top coaches and courts. Instead, their journeys reflect the unforgiving side of the game.
Two of the greatest female tennis players, Serena and Venus Williams, better embody the harsh
realities of tennis for the poor. The sisters grew up poor and without the resources Tiafoe was
provided. Their story sheds light on the plight of the thousands of other young tennis players
who are disadvantaged and have to start from nothing.

With a combined total of thirty Grand Slam titles, the Williams sisters are globally
recognized for their talent and inspiring rise to the top of tennis. The Williams sisters grew up
poor and did not have reliable access to tennis courts, let alone coaches. Instead, their father,
Richard Williams, a security guard with no tennis coaching experience, taught them to play (3).
The Williams sisters grew up in Compton, with few public courts and ever fewer competitive
players. Unable to afford coaching or travel to prestigious tournaments, the sisters competed
locally against older competitors (3). Their remarkable rise from humble beginnings to becoming
two of the greatest female athletes ever is a testament to their resilience and undying support
from their families. Other Black players have experienced similar financial hardships, such as the
highly ranked tour players Sloane Stephens and Taylor Townsend. While these players beat the
odds and became successful tennis stars, there are thousands of non-white players with the talent
to succeed but who are prevented from achieving their potential due to financial barriers. The
hardships faced by Serena, Venus, Sloane, Taylor, and others are commonplace and reflective of
the elitist origins of tennis.

Thesis Paragraph
The most prominent junior tennis players are committed to the sport individually. Yet,

numerous players attached to tennis fail to achieve their dreams due to the financial burdens.
While players' circumstances remain different, the typical costs of tennis are coaching, court, and
tournament fees. These factors disproportionately affect low-income communities and suggest
tennis’s most significant barrier is price, not talent.

Paper Structure
In this paper, I will provide context for the low minority tennis player base, including the

elitist origins of tennis and early discrimination. Then, I will present evidence typifying the low
minority percentages today and provide information on costs such as coaching, courts, and
tournaments that explain why these small numbers persist.

History of Tennis and Discrimination
The modern game of tennis was invented in 1874 by Major Walter C. Wingfield, who

patented the rules for the game. Games were played on smooth outdoor courts. The popularity of
croquet, a lawn game where players use mallets to hit balls through hoops or wickets, meant a
high supply of courts adaptable to tennis. The All-England Croquet Club held the first
Wimbledon tournament in 1877. From its inception in 1868, the Club attracted wealthy members
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of British society. The membership requirement was stringent, demanding exorbitant fees and
affluent social connections. Croquet was a game for the rich, and the All-England Croquet Club
provided a venue for the elite to socialize and compete. When tennis was introduced to the Club,
it followed this pattern of exclusivity. The original Wimbledon tournaments were only attended
by aristocrats and the wealthy. Only whites were permitted to participate in and play in the
tournament. Even today, the Club has maintained exclusivity with hefty membership fees and a
strict dress code. From its inception at its first tournament, Wimbledon, tennis has been
associated with money. Indeed, tennis’s history of discrimination toward non-whites emphasizes
its exclusive nature.

African Americans have long faced discrimination in tennis. Because of segregation, the
majority of tennis clubs excluded African Americans from membership. There were few courts
or coaches in Black neighborhoods, and the cost of the sport prevented the majority of Black
children from playing. The first significant development in the integration of tennis was the
founding of the American Tennis Association (ATA) in 1916, the oldest African American sports
association (4). The ATA created tournaments and networking opportunities for Black players.
Arthur Ashe, a famous Black player with three Grand Slams, used the ATA to develop his game.
However, integrating African Americans into Grand Slam tournaments was a more challenging
endeavor. In the 1950s, one of the few places talented Black players could train was Dr. Robert
Walter Johnson’s summer camp in Lynchburg, Virginia (4). Johnson sought to break the color
barrier and identified Ashe as a player who could withstand racism and become a prominent
figure in the fight against discrimination. Although Jim Crow gradually faded, Johnson found it
extremely difficult to desegregate a sport associated with exclusive clubs.

Johnson was obligated to receive approval for his players to participate in tournaments
and to cover his players' travel and hotel expenses, as tournaments did not provide
accommodations for Black players (4). Johnson taught his players to remain calm and not protest
calls, as it would make them seem hostile in spectators' eyes (4). Eventually, the tide changed,
and when Arthur Ashe won the U.S. Open in 1968, he ushered in the “Open Era.” The Open Era
admitted professional and amateur players into the Grand Slams, the four major tennis
tournaments. Tennis became more lucrative—top players received prize money and scholarships.
Before the Open Era, amateurs who played had to secure funding, limiting the potential for
non-whites to compete. The Open Era would usher in women and non-whites into tennis.
Although revenue has only increased for the top professional players, financial issues remain for
young players or minorities, which is why so few play tennis.

Today, tennis’s inclusivity has not increased significantly. There are more than 5,410
tennis professionals in the United States. Of those, 66.5% are white, 12.4% are Asian, 12.2% are
Hispanic or Latino, and only 8.9% are Black (5). Since integration, only 3 non-white, two Black,
and one Asian player have won a Grand Slam in the men’s field. The women’s field appears
more balanced because of Serena and Venus Williams's combined 30 Grand Slams, but besides
them, only four other non-white women have won a Grand Slam. Financial challenges are the
primary reason for the sparse non-white tennis population. Since its origins with the British high
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class, tennis has remained a sport few can afford. For the competitive junior player, tennis fees
for a year of training at the high school level are around $3,000. Access to top trainers, like those
found at tennis academies, typically costs between $50,000 to $100,000 a year (6). Thus, only a
few of the estimated 2.83 million young American tennis players will experience professional
success (6).

Coaching Fees
Work ethic is essential to success in tennis, but instruction is required to refine your

technique and game. The player is in full view of all the spectators at a tennis match, yet their
coach inspires their game. The coach is critical to each player’s technique and strategy. Often,
the best coaches on tour are actively pursued by the top players. The same desire for a top coach
lies in junior tennis as well. Access to these coaches comes with a high cost. Individual and
group tennis lessons are notorious for their exorbitant costs and financial strain on families.
Thus, the benefits of coaching are available to select groups, giving them an advantage over
non-trained players.

Group lessons are a popular form of instruction. Like any medium, group lessons in
tennis allow players to practice without less emphasis on the individual. Group lessons are
commonplace for juniors, during which they can have fun and be free from the rigor of private
lessons. Group lessons are excellent at developing a junior’s base level, following a structured
curriculum that covers a range of fundamental skills, techniques, and strategies (6). Beginners
and casual players often gravitate toward group lessons, seeking recreation and opportunities for
social interaction. Group lessons are also substantially cheaper, as the cost is divided between
multiple people, but they lack the individual rigor of private lessons.

The beauty of private lessons is tailored training. In an individual setting, players receive
the full attention of their instructor, immediate feedback, targeted corrections, and customized
guidance to accomplish specific goals and improve weaknesses (6). As a coach can devote full
attention to developing one player, private lessons involve higher intensity and focus than group
sessions. Therefore, these lessons enable rapid improvement and breakthroughs in a player’s
game. However, the advantages of private lessons come at a significant cost. For a qualified
coach, private lessons start at fifty dollars an hour, equating to the cost of approximately five
group sessions (6). Given the cost, many families prefer group lessons to private ones.
Unfortunately, group lessons are less efficient in developing proper technique and mechanics.
Hence, families who can afford private instruction substantially accelerate their child’s
development in tennis.

Seriously competitive junior players gravitate toward elite tennis academies. While
private lessons ensure individual tennis instruction, they do not include other training elements.
Private lessons rarely include fitness training or video analysis to improve other aspects of
training. This is in sharp contrast to the comprehensive approach taken at tennis academies. IMG
Academy, the nation’s leading sports academy, has a renowned tennis department. Throughout
history, they have developed 32 players who have earned a top-10 ATP ranking (a merit-based

31



system that determines the world’s best tennis players based on tournament performance). IMG’s
world-class coaching and facilities provide strength and conditioning, medicine, nutrition, and
visual training (7). Perhaps the most critical aspect of assisting competitive junior players is their
annual training schedule. Each player works with a coach to schedule tournaments specific to
their level, such as Junior Grand Slams and ITF Junior events (7). IMG Academy provides the
opportunity to play at the collegiate and professional level, which many competitive junior
players desire. However, these increased opportunities are expensive. IMG charges an annual
tuition of 80,000 dollars and offers very little financial aid. As a result, only more affluent
players can afford the price of admission, and those who can gain a competitive edge.

Court Fees
Tennis lessons are an excellent way for players to learn new techniques and improve their

game, but to implement these changes in matches, players need to practice on their own time. To
do so, they require access to courts for multiple weekly hitting sessions. Even players without a
coach can refine their game through independent practice, and many successful players were
self-taught as children. For example, Andre Agassi, an eight-time Grand Slam winner, grew up
hitting tennis balls on his court in the backyard, developing his skills through individual practice.
Unfortunately, not every young player has access to their own outdoor court. While outdoor
courts are a free option to play, their availability differs by region. In low-income areas, outdoor
courts are less available. Consequently, less wealthy juniors must accept minimal playing time or
pay the price for tennis club memberships offering indoor courts.

Practicing on a tennis court is a necessity for competitive junior players. States provide
funding for public parks, some of which feature tennis courts. These courts are open daily and
accessible to the public. For example, New York City has around five hundred outdoor courts,
and Central Park is particularly popular with tennis enthusiasts (8). However, low-income areas
such as the South Bronx notably lack tennis courts. Historically, the South Bronx has faced
economic challenges, and recreational infrastructure does not receive the same attention as more
affluent areas. Other low-income areas, such as Jamaica, Queens, and Central Harlem, face
similar challenges. The limited number of tennis courts has been so prevalent that the federal
government provides funding to state and local governments to support the improvement of
parks and recreational facilities (9). The money is often used to build or improve tennis courts.
Yet, grants do not entirely solve the problem of limited access to tennis courts.

Indoor courts are an alternative to outdoor courts. Indoor courts are often well maintained
and of a higher quality, but memberships are required to access these courts. Tennis clubs are
deeply ingrained in tennis culture, frequently where affluent players practice and take lessons.
The pricey reputation of tennis partly derives from exorbitant club fees. In the tennis hub of
Portland, Oregon, there are many clubs with different services and features, all of which charge a
high price. For example, Irvington Tennis Club has around 400 spots in a community of almost
30,000, forcing people to sit on its waitlist for years. The club requires a $3,000 initiation fee and
two $2,000 monthly payments for dues. Further, they charge six dollars per hour to play on the
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indoor courts. The Irvington Club’s high fees and court time costs are standard for tennis clubs
nationwide. Due to the facilities these private institutions manage, revenue has to be steady and
come from multiple sources. The courts, coaches, and people tennis clubs expose you to are
vital. However, the many costs of being a tennis club member deter many from joining.

Tournament Fees
For a competitive junior, court time is geared toward honing their skills, hoping to earn

college scholarships and play professionally one day. Coaches and scouts determine a player’s
future potential by observing their match play. Specifically, they analyze match play from
tournaments widely available for all skill levels. However, tournaments are expensive and
require entry and travel fees for competing players. Local tennis tournaments are generally cheap
and accessible. The UTR (Universal Tennis Rating) circuit has gained prominence recently as a
way for tennis clubs to host tournaments and for juniors to compete. Any tennis club can host an
event and allow non-members to participate. Fees range from only tens of dollars for a
tournament. Due to the popularity of UTR, coaches, and recruiters can infer a player’s UTR
rating. While UTR requires five matches to give a rating, it only counts matches in the last
twelve months. Therefore, playing a steady stream of tournaments is necessary to maintain your
rating, and competing in many tournaments can still be expensive.

While the UTR circuit has the benefit of accessibility, there are more prominent
tournaments for competitive juniors. Players like Roger Federer, Rafael Nadal, and Novak
Djokovic began their careers by winning the Junior Grand Slams. Many other players compete in
the Junior Grand Slam or ITF Junior Tour, two of the most competitive junior tournaments.
These tournaments are international circuits that allow the best juniors to play worldwide and
experience international competition to prepare them for their professional careers. In addition to
requiring players to have a certain skill level, these tournaments impose other constraints. Due to
the global footprint of these tournaments, travel fees are required. Similar to professional Grand
Slam tournaments, these fees can be insurmountable for most aspiring tennis players. While air
travel is expensive, there are also food and hotel costs. Less fortunate families cannot pay for
these high travel costs and do not play in these tournaments.

Conclusion
Tennis has a justified reputation as an exclusive sport with little support for minority

players. In the beginning, racism and discrimination in tennis discouraged minority participation.
Today, minority barriers have shifted to high coaching costs, tournament costs, and unequal
access to facilities. Expenses for junior tennis players range in the thousands of dollars, making it
a very exclusive playing field. Relatively few minority players have overcome these barriers to
entry, resulting in disproportionately few professional minority players. As a result, tennis has
developed the stigma that it mainly caters to the rich and white. To help recruit more young,
talented minority players, the USTA and other tennis federations need to find ways to lower the
barriers to entry, such as coaching and equipment so that money is not a deterrent. Further,
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governments must spend more on low-income neighborhoods with little tennis access. Finally,
high-quality tournaments must reach low-income areas, ensuring disadvantaged players can
compete at the highest level. By achieving a more diverse player base, the sport will find new
success, where price is not a constraint for players.
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Abstract
This study delves into the intricate relationship between high-stress, non-traumatic

scenarios, such as athletics, and the neurotransmitters released to prepare the body for action.
This release is triggered by signals from between adrenaline and neuroplasticity, and the paper
aims to provide a comprehensive understanding of the underlying mechanisms and effects. The
research questions center on how adrenaline affects the brain's limbic system, which detects
potential threats in the environment. Once released, adrenaline affects a range of physiological
processes, including increased heart rate, blood pressure, and glucose metabolism.
Neuroplasticity refers to the brain's ability to change and adapt its structure and function triggers
neuroplastic processes, including synaptic plasticity, neuroregeneration, and emotion regulation.
Through this literature review, it is evident that adrenaline responds to experiences and
environmental stimuli. It is the foundation of learning, memory formation, and recovery from
brain injuries. These are the molecular and biological mechanisms that, as key neurotransmitters,
play a significant role in neuroplasticity. This review highlights that the impact of adrenaline on
intracellular signal transduction underlying neuroplasticity is complex and involves intracellular
signaling pathways, gene expression, and structural changes in neural circuits.

The relationship between adrenaline and gene expression thereby regulates neural
plasticity. Furthermore, the involvement of adrenaline in the regulation of learning and memory,
as well as in drug addiction, shows that neuroplasticity is bidirectional, with each influencing the
other in a dynamic fashion. Adrenaline affects neuroplasticity by binding to receptors on
neurons, initiating a cascade of intracellular events. This binding triggers signaling cascades that
modulate gene expression and alter the function of neural circuits.

Key Words: Neuroplasticity, Adrenaline, PTSD, Fear Processing, Fear Conditioning,
Emotional Regulation, Stress, Learning
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1. Introduction
In today's fast-paced society, the concept of neuroplasticity, or the brain's ability to

change and adapt in response to experience, has gained increasing attention. Neuroplasticity is
crucial for learning and memory formation. However, the mechanisms underlying neuroplasticity
remain complex and multifaceted. One molecule that has been extensively studied in this context
is adrenaline, a hormone and neurotransmitter that plays a critical role in numerous physiological
processes (Arnstein, 1997; Cureton, 1956; Van Zijderveld et al., 1993). Additionally, adrenaline
has been shown to regulate emotion. Adrenaline modulates the activity of neural circuits
involved in processing emotional information and regulating appropriate behavioral responses.
In times of stress or anxiety, adrenaline can enhance our ability to focus attention and filter out
irrelevant thoughts (Van Zijderveld et al., 1993).

2. The Adrenaline System and Its Role in Stress: the Neurobiological Interplay
The human body is an intricate network of interconnected systems that work together to

maintain homeostasis and ensure survival (Sapolsky, 1996). Among these systems, the
adrenaline system stands out as a crucial player in the body's response to stress. Its intricate
relationship with the limbic system, particularly in the context of chronic stress and hormonal
changes, sheds light on the neurobiological mechanisms underlying the body's adaptation to
stressful environments (McEwen, 2007).
The limbic system, often referred to as the emotional brain, is responsible for a wide range of
functions, including emotional processing, memory formation, and hormonal secretion . It
comprises several structures, such as the amygdala, hippocampus, and hypothalamus, which
work together to regulate the body's response to stress (Sapolsky, 1996). When faced with a
perceived threat, the limbic system activates the sympathetic nervous system, leading to the
release of adrenaline from the adrenal glands.

Adrenaline, also known as epinephrine, is a hormone that plays a pivotal role in the
body's fight-or-flight response. It prepares the body to respond to immediate threats by
increasing heart rate, dilating pupils, and redirecting blood flow to essential muscles (Arnstein,
1997; Van Zijderveld et al., 1993). However, the release of adrenaline is not always appropriate,
and its inappropriate activation can lead to a range of physical and psychological consequences
(McEwen, 2007).

One such consequence is the alteration of the limbic system's structure and function in
response to chronic stress or changes in hormone levels. This neuroplasticity, or the brain's
ability to change in response to experience, can lead to modifications in how the brain perceives
threats and triggers adrenaline release. For instance, prolonged exposure to stress can lead to an
increase in the number of adrenaline receptors in the brain, making it more sensitive to
adrenaline and more likely to respond with a fight-or-flight reaction even in non-threatening
situations (Arnstein, 1997).

Moreover, chronic stress can also affect the hypothalamus-pituitary-adrenal (HPA) axis,
which regulates the body's stress response. Prolonged activation of the HPA axis can lead to a
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dysregulation in cortisol levels, a hormone closely related to adrenaline. This dysregulation can
further exacerbate the body's stress response, leading to a vicious cycle of increasing adrenaline
release and altered limbic system function (McEwen, 2007).

The implications of this neurobiological interplay between the adrenaline system and the
limbic system are far-reaching. It not only affects how individuals perceive and respond to stress
but also has implications for mental health disorders characterized by altered stress responses,
such as anxiety and depression. Understanding the mechanisms underlying this interplay could
lead to the development of more effective treatments for these disorders (Arnstein, 1997;
Cureton, 1956; Van Zijderveld et al., 1993).

In conclusion, the adrenaline system and its role in stress are intricately linked to the
limbic system and its neuroplasticity. The interaction between these systems sheds light on the
body's adaptation to stressful environments and has implications for understanding and treating
mental health disorders characterized by altered stress responses. Future research in this area
could lead to a deeper understanding of the neurobiological underpinnings of stress and its
consequences for human health and well-being.

3. The Interplay Between the Adrenaline System and Neuroplasticity: Implications for
Anxiety Disorders and PTSD

The adrenaline system, a crucial component of the body's stress response mechanism,
plays a pivotal role in situations demanding urgent action. This hormone, secreted by the adrenal
glands, is released in response to various stimuli, ranging from psychological stressors to
physical exercise, and prepares the body to cope with potential threats by triggering a cascade of
physiological changes. The present literature review aims to explore the intricate relationship
between the adrenaline system and neuroplasticity, with a particular focus on its relevance to
anxiety disorders and post-traumatic stress disorder (PTSD) (Kleim & Jones, 2008).

When confronted with stressful situations, such as fleeing from predators or engaging in
competitive sports, the body's stress response mechanism is activated, leading to the release of
adrenaline. This hormone acts on various target tissues, including the brain, heart, lungs, and
muscles, to mobilize the body's resources and facilitate a rapid and effective response to the
challenge. In the brain, adrenaline influences neuronal excitability, synaptic transmission, and the
activity of various neurotransmitter systems, thereby modulating cognitive, emotional, and
behavioral responses to stress (McEwen, 2007).

Neuroplasticity, the brain's ability to change and adapt in response to experience, plays a
critical role in the development and maintenance of anxiety disorders and PTSD. These
conditions are characterized by deregulated adrenaline levels and disrupted neural circuits that
modulate fear and anxiety responses. Chronic stress and traumatic events can lead to maladaptive
changes in the brain, including altered synaptic connectivity, neuronal atrophy, and abnormalities
in neurotransmitter systems, which contribute to the persistence of fear and anxiety symptoms
(Sapolsky, 1996).
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The interplay between adrenaline and neuroplasticity is particularly relevant in
understanding the etiology of anxiety disorders and PTSD. Adrenaline release, triggered by
psychological stressors or traumatic events, can exacerbate existing neural vulnerabilities and
contribute to the development of these conditions. Conversely, chronic anxiety and stress can
lead to alterations in the adrenaline system, resulting in deregulated hormone levels and
abnormal stress responses (Cureton, 1956). This bidirectional relationship between adrenaline
and neuroplasticity highlights the complex nature of anxiety disorders and PTSD and the need
for a comprehensive approach to treatment (Van Zijderveld et al., 1993).

By understanding how adrenaline affects neuroplasticity, we can gain insights into the
development of novel therapeutic strategies for anxiety disorders and PTSD. Current treatment
options, including pharmacotherapy and psychotherapy, often target symptoms rather than the
underlying neurobiological mechanisms. However, by exploring the role of adrenaline in
neuroplasticity, we may identify new targets for intervention that address the root causes of these
debilitating conditions (Kleim & Jones, 2008). For instance, drugs that modulate adrenaline
release or activity may hold promise for the treatment of anxiety disorders and PTSD by
normalizing hormone levels and restoring neural circuit function.

In conclusion, this literature review has highlighted the intricate role of adrenaline in
neuroplasticity and its relevance to anxiety disorders and PTSD. Future research should focus on
elucidating the precise mechanisms underlying this relationship and exploring its therapeutic
implications (Cureton, 1956). By taking a comprehensive and integrated approach to
understanding the neurobiological basis of anxiety disorders and PTSD, we can pave the way for
the development of more effective and targeted treatments that improve patient outcomes and
enhance overall quality of life.

4. The Role of Adrenaline in Neuroplasticity
Neuroplasticity has long been a subject of intense scientific scrutiny. Among the various

neurochemicals that modulate this complex phenomenon, adrenaline stands out as a key player,
particularly in the context of stress-related disorders (Arnstein, 1997; Cureton, 1956). This
section aims to delve deeper into the intricate relationship between adrenaline and
neuroplasticity, highlighting its potential implications for our understanding of post-traumatic
stress disorder (PTSD) and other stress-related conditions.

Adrenaline, also known as epinephrine, is a hormone and neurotransmitter that plays a
pivotal role in the body's response to stress (Sapolsky, 1996). It is released from the adrenal
glands during acute stress and acts on various body systems, including the brain, to mobilize
resources and prepare the organism for a "fight or flight" response (Arnstein, 1997; Van
Zijderveld et al., 1993). In the brain, adrenaline binds to adrenergic receptors, triggering a
cascade of biochemical events that ultimately lead to changes in neural circuits and behavior.

One of the most striking effects of adrenaline on neuroplasticity is its ability to modulate
fear processing and extinction learning. Fear processing refers to the brain's ability to detect and
respond to threatening stimuli, while extinction learning involves the suppression of fear
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responses through repeated exposure to the stimulus in the absence of an aversive outcome
(Kleim & Jones, 2008). Both processes are crucial for adaptive behavior and are often disrupted
in individuals with PTSD.

Adrenaline has been shown to enhance fear processing by increasing the excitability of
neurons in the amygdala, a brain region that plays a central role in emotional processing and
memory formation. This heightened excitability can lead to the formation of stronger fear
memories, which may contribute to the persistence of fear responses in PTSD. Conversely,
adrenaline can also facilitate extinction learning by promoting synaptic plasticity in the
prefrontal cortex, a region involved in executive function and decision-making (Van Zijderveld
et al., 1993). This dual role of adrenaline underscores its complex influence on neuroplasticity
and its potential implications for the treatment of stress-related disorders.

Understanding the molecular mechanisms through which adrenaline modulates
neuroplasticity is crucial for developing targeted therapies for PTSD and other stress-related
conditions. One promising avenue of research involves the use of adrenergic receptor agonists or
antagonists to modulate the effects of adrenaline on the brain (Arnstein, 1997). By selectively
targeting specific adrenergic receptors, it may be possible to enhance fear extinction while
minimizing the formation of fear memories, thereby alleviating symptoms in individuals with
PTSD.

In conclusion, the relationship between adrenaline and neuroplasticity is a complex and
multifaceted one, with significant implications for our understanding of stress-related disorders.
By elucidating the mechanisms through which adrenaline modulates fear processing and
extinction learning, researchers can pave the way for novel therapeutic approaches that address
the root causes of PTSD and other conditions. As our understanding of this intricate interplay
continues to evolve, it holds the promise of transforming the way we diagnose and treat
stress-related disorders, ultimately improving the lives of millions of affected individuals.

5. The Impact of Adrenaline on Emotion Regulation and Learning
In the intricate web of neurobiological processes, adrenaline also stands out as a key

player in the regulation of emotions and learning (Cureton, 1956). This hormone, secreted by the
adrenal glands in response to stress or excitement, has profound effects on the body's
physiological and psychological states. Its influence extends beyond the mere 'fight-or-flight'
response, encompassing complex mechanisms that shape our cognitive and emotional
landscapes.

One of the most notable aspects of adrenaline's function is its role in fear conditioning
and extinction learning. Fear conditioning is a process whereby an individual learns to associate
a neutral stimulus with an aversive outcome, such as pain or danger (McEwen, 2007). This
associative learning is critical for survival, as it enables rapid and appropriate responses to
potential threats. Adrenaline has been shown to modulate this process, enhancing the
consolidation of fear memories in the brain.
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Conversely, extinction learning refers to the acquisition of new information that modifies
or inhibits fear responses. It is essential for adaptive coping, as it allows individuals to reevaluate
threats and adjust their behavior accordingly. Adrenaline also plays a part in this process,
although its effects are more nuanced (Arnstein, 1997). While moderate levels of adrenaline can
facilitate extinction learning, excessive amounts can impair it, leading to persistent fear
responses and anxiety-related disorders.

Furthermore, adrenaline release during a stressful event can facilitate the encoding of
contextual information into long-term memory (Van Zijderveld et al., 1993). This is because
adrenaline activates the amygdala and hippocampus, brain regions involved in emotional
processing and memory formation, respectively. By enhancing the salience of emotional stimuli,
adrenaline promotes the formation of vivid and enduring memories. These memories can later be
retrieved to inform adaptive behavior in similar situations, enabling individuals to respond
effectively to recurring challenges.

However, the effects of adrenaline on learning and emotion regulation are not always
beneficial. Excessive or inappropriate adrenaline release can lead to maladaptive learning and
anxiety-related behaviors (McEwen, 2007). For instance, chronic stress, which is often
characterized by elevated adrenaline levels, can impair cognitive functions such as attention and
memory. It can also disrupt the balance between fear conditioning and extinction learning,
resulting in the persistence of fearful responses even in the absence of actual threats.

Moreover, individual differences in adrenaline sensitivity and reactivity can influence the
way people respond to stressful events and learn from them (Kleim & Jones, 2008). Some
individuals may be more susceptible to the negative effects of adrenaline, while others may be
more resilient. These differences may partly explain why some people are more prone to
developing anxiety disorders or post-traumatic stress disorder (PTSD) following traumatic
experiences.

In conclusion, adrenaline plays a crucial role in emotion regulation and learning
processes. While it can enhance memory formation and facilitate adaptive coping in response to
stressful events, it can also lead to maladaptive outcomes if released excessively or
inappropriately. Understanding the complex interplay between adrenaline and these processes is
essential for developing effective treatments for anxiety-related disorders and optimizing
learning outcomes in educational and therapeutic settings (Arnstein, 1997; Cureton, 1956).

6. Conclusion
The complex interplay between adrenaline and neuroplasticity remains an active area of

research with implications for various fields, including psychiatry, psychology, and education. A
better understanding of the mechanisms underlying adrenaline's effects on neural plasticity will
not only enhance our understanding of how the brain adapts to stress but also identify novel
targets for treating stress-related disorders such as PTSD. Moreover, this knowledge may also
inform strategies to optimize learning and performance in educational and professional settings.
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As we continue to unravel the intricate web of neural plasticity, the role of adrenaline emerges as
a critical factor in shaping our responses to the challenges we face in a rapidly changing world.

Fig. 1. Schematic representation of the behavioral protocols, experimental design, treatments and
samples collection. (A) Fear acquisition. (B) Fear conditioning (FC) procedure. i.a., immediately

after; HPLC, high performance liquid chromatography; qPCR, real-time polymerase chain
reaction.

Note: From “Epinephrine Released During Traumatic Events May Strengthen Contextual Fear
Memory Through Increased Hippocampus mRNA Expression of Nr4a Transcription Factors,” by
Oliveira A, Martinho R, Serrão P, Moreira-Rodrigues M., in Frontiers in Molecular
Neuroscience, 2018

Fig. 2. Mean state anxiety scores of a low and high neurosomatic groups at baseline, placebo,
during and after adrenaline infusion
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Note: From “Adrenaline and the relationship between neurosomatism, aerobic fitness and mental
task performance,” by Van Zijderveld, G. A., van Doornen, L. J. P., van Faassen, I., Orlebeke, J.
F., van Dyck, R., & Tilders, in Biological Psychology 36 (p. 167), 1993

Fig. 3. Changes in blood pressure and heart rate in female students with different academic
performance goals
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Note: From “Functional state of the cardiovascular system in female students with different
academic performance grades,” by Vaha, A. A., Svetlana, V. M., in Cardiometry; Moscow Iss. 17
(p. 105), 2020
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An Evaluation of Artificial Intelligence's Impact on the Workplace and Economy by
Melanie Cheung

Abstract
In recent years, the world faced rapid changes and disruptions caused by emerging

technologies such as Artificial Intelligence (AI) and robotics taking over tasks previously
performed by humans. The ability and potential of such technologies indicate economic growth
through productivity gains, whilst holding the downside of job disruption. This report sets out to
investigate the research question of ‘To what extent does Artificial Intelligence impact future
economic growth and job markets?’ Artificial Intelligence can boost efficiency, decrease costs,
and increase output. By facilitating quicker and more precise operations, AI holds the potential to
increase corporate competitiveness greatly. The productivity gains from AI could result in
stronger GDP growth and greater national wealth for the economy as a whole. On the other hand,
their exceptional abilities pose the risk of existing jobs being threatened, especially when
technology nowadays is able to perform certain occupations more efficiently, accurately, and for
cheaper costs. This situation has evoked fear, which was further exacerbated when Goldman
Sachs predicted 300 million international full-time jobs to be impacted by the appearance of AI
(AI Systems). This report will examine the economic and employment impacts resulting from
Artificial Intelligence. Through reviewing past studies as well as predictions of the future, the
hypothesis that Artificial Intelligence can significantly boost long-term economic growth, despite
leading to more jobs being vulnerable to disruption simultaneously is formed. To investigate this
matter, this report will look into productivity, efficiency, and GDP growth caused by AI,
shedding light on their impact on economic growth. Furthermore, the structure of the labor
market will be studied in order to estimate the number and types of jobs susceptible to
transformation and automation, as well as those that have already gone through the effects of AI.
Finally, the report will suggest policies and strategies to maximize the benefits of AI while
mitigating any possible threats. This includes governmental and corporate reforms that can be
implemented for smoother transitions during this period of technological change.

Introduction
Artificial Intelligence (AI) has taken the world by storm since the launch of ChatGPT in

November 2022, generating lots of interest and attention from all across the globe. AI has
undeniably accelerated the development of society, proving our technology to be as advanced as
ever. Humans process information and data significantly slower than AI, which can solve fifty
mathematical problems in the time it takes for humans to answer one (Artificial Intelligence).

A particular area of interest in AI is generative artificial intelligence, which refers to a
type of artificial intelligence that uses complex algorithms and deep learning to produce various
types of works, such as text, imagery, audio, and synthetic data (What Is). In a study conducted
by researchers from Stanford University and the Massachusetts Institute of Technology, it was
found that a group of people with AI-trained generative AI tools were 14% more productive than
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a group without, showing how AI can aid us in the workplace (Stanford and). Additionally, a
report by Bloomberg in 2022 stated that investors poured in USD $2.6 billion in 110 generative
AI-focused startups in the US alone in that year (Investors Are). Something to note is that
ChatGPT and generative AI only started gaining more attention towards the end of 2022
generative AI, demonstrating how generative AI was able to secure so much funding in a short
amount of time. According to a Rockefeller Insight report, the global AI market is estimated to
reach USD $900 billion in value by 2026, growing at a CAGR of about 19% currently (Top 10).
Generative AI in particular has the potential to generate USD $2.6 to $4.4 trillion in value across
multiple industries (Economic Potential).

While AI's effectiveness and accuracy allow humans to benefit from faster project
completion and decreased labor costs, it also puts many occupations at risk because machines are
better equipped to perform certain tasks, with Goldman Sachs predicting 300 million
international full-time jobs to be impacted by the appearance of AI (AI Systems). In 2023,
International Business Machines Corporation announced its plan to stop hiring for 7,800 jobs
that can be done by AI (IBM Will). Unlike previous AI automation which mainly affects jobs
with low skills, generative AI will impact knowledge workers the most. Moreover, the quality of
AI work is not always guaranteed, with a survey from Deloitte stating that 91% of AI projects
failing to meet expectations of the Chinese manufacturers they surveyed (Deloitte Survey). And
since AI is constantly learning and evolving, the systems could pick up biases in our world,
conveying users misinformation.

Seeing the rise of Artificial Intelligence in the past few years and its ability to shape the
world and our future, the research question of ‘To what extent does Artificial Intelligence impact
future economic growth and job markets?’ will be answered through this research paper. This
paper sets out to investigate the economic impact of Artificial Intelligence by examining past
studies on their findings regarding AI performance in businesses and the workplace. This paper
also looks into the aspect of entrepreneurship, making use of qualitative data from interviews
with entrepreneurs and their opinion on how AI has impacted their entrepreneurial endeavors.
Through the many methods of data collection, this report hopes to provide a holistic view of the
impacts AI has on the economy. At the end of the report, the topic of ethics and governance
behind AI will be discussed, with some examples of regulations being brought up as potential
solutions.

1.1.Hypothesis
As an attempt to answer my research question, I have formulated the hypothesis of how

Artificial Intelligence is currently reforming the economic and labor market to a large extent,
both in a positive and negative way. As an example, AI is an amazing tool for automating
repetitive tasks which can save the time of workers and companies, allowing for a heavier focus
on creative tasks that humans better excel at. As a downside of this advantage, since monotonous
duties no longer have to be performed by humans, there is a decrease in demand for workers,
leading to job losses in certain occupations and industries. However, my hypothesis is that
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despite there being both advantages and disadvantages to the economic impact of Artificial
Intelligence, the benefits outweigh the drawbacks. Looking at the current development of AI, it
is undoubtedly going to continue advancing and the economy will have to continuously adapt to
technological changes. These changes may generate more job opportunities for the public, and
overall improve the quality of our lives, leading to my hypothesis of AI being beneficial to
humanity in the long term.

2.Literature Review
Given the rapid development of Artificial Intelligence in the past few years, there is much

that we are still navigating through in this new technological era. Because of this, there are not
many resources available for public access in regard to the economic impact of AI, which means
I have limited databases to work with for data collection. Therefore, this report contains a
heavier focus on conclusions drawn from existing research. Through reviewing past literature
and research, I will be looking into multiple aspects of Artificial Intelligence to form a holistic
understanding of this topic.

2.1.Background
Diving deeper into Artificial Intelligence, it is a branch of computer science that can

stimulate cognitive processes similar to those of humans, such as learning, reasoning, perception,
and problem-solving (What Is). Based on ability, AI can be put into three categories: Artificial
Narrow Intelligence (ANI), Artificial General Intelligence (AGI), and Artificial Super
Intelligence (ASI) (The Three). ANI is the only type that currently exists, having limited
abilities, and primarily focusing on one singular task. One of the examples of ANI includes
generative AI. AGI, on the other hand, remains a concept as of now. If it were to be developed,
which some people remain concerned about, it would have a human-like mind and thinking.
Lastly, there is ASI, which is AI technology that would have exceptional abilities and
knowledge, surpassing humankind. This AI would be able to develop its own beliefs and even
experience emotions, as shown in science fiction films (What Are). However, at the current stage
of technological development, it is unlikely for us to reach this type of AI in the near future. And
hopefully, by then, there will be more regulations on the usage of AI.
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Figure 1. Generative Adversarial Network Deep-learning Model (Kim 3)

To understand Artificial Intelligence better, we can take a look at the Generative
Adversarial Network (GAN), which is a deep-learning model that explains the functioning of
generative AI. The GAN model is a great tool for producing realistic content like images, videos,
and text (A Gentle). As seen in Figure 1, the model contains two neural networks: the generator
and the discriminator. Using this generator, we can use varying inputs to generate content like
images or text. It is able to do this by producing data that the discriminator network classifies as
‘Real’. As for the discriminator, it is responsible for recognizing real or fake data by being
trained on datasets of real examples and others produced by the generator network. In adversarial
training, which is when the generator and discriminator are trained together, the generator
generates realistic data to trick the discriminator, while the discriminator tries to distinguish
whether the data is real or fake. This training loops until the generator is able to create data that
cannot be told apart from real data by the discriminator (Generative Adversarial).

2.2.Historical Context
Since ChatGPT’s introduction to the world in November 2022, Artificial Intelligence has

been a heated topic of discussion. However, AI has actually been with us for decades. The
history of AI can be described through three phases (What Is). The first phase (the 1950s to
1970s) marks the beginning of early AI technologies such as expert and rule-based systems,
which were used to perform tasks like medical diagnoses or financial analyses, and were seen as
tools to increase productivity and efficiency. The first piece of work related to AI was published
in 1950 by Alan Turing, titled “Computer Machinery and Intelligence” which proposed The
Imitation Game, a test for computer intelligence (Turing Test). Two years later, computer
scientist, Arthur Samuel, developed a checkers-playing program, which is the first in history to
learn the game independently, marking the beginning of Artificial Intelligence (Samuel’s
Checkers). In 1966, Joseph Weizenbaum produced the ELIZA, a mock psychotherapist, which is
also the first ‘chatterbot’ (now commonly known as ‘chatbot’). This chatbot used natural
language processing (NLP) to talk to humans (A Brief). In five years’ time, James L. Adams

49



created The Stanford Cart, an autonomous vehicle. Soon, it was able to navigate a room full of
chairs without human interference successfully (Stanford Cart).

In the second phase (around the 1980s), researchers started exploring machine-learning
algorithms. To enable machines to learn from experience and improve performance, algorithms
such as neural networks and decision trees were designed. The development of NLP and
computer vision technologies was especially significant in this era, and these tools are now used
in our daily lives such as speech recognition and image analysis (What Is). During that period of
time, AI was gaining worldwide attention, with the Japanese government allocating $850
million, worth $2 billion in today’s money, to the Fifth Generation Computer project in 1981
(Pollack). The project’s aim was to produce computers that could translate, communicate in
human language, and express human-like reasoning and made huge contributions to the
development of this phase.

The third phase of AI research began in the early 21st century and concentrated on
computing power and datasets. In this phase, there was huge progress in the development of
deep-learning algorithms, which process vast amounts of data and recognize patterns too difficult
for humans to detect. As a result, there have been advances in the field such as autonomous
driving, robotics, and natural language processing (Soori et al.). In 2011, Apple launched Siri,
the first digital assistant with the ability of voice recognition (From Siri).

The economic impact of AI has existed throughout history. In the first phase of AI, expert
systems and rule-based systems were a way for industries to increase their productivity and
efficiency. Despite not being incredibly advanced AI technologies, they were still able to
automate routine and repetitive tasks, letting the human workforce focus on more complex and
creative tasks. No matter in the past or currently, technological advances have oftentimes led to
substantial shifts in the labor market. In the 20th century, the rise of automation in the
manufacturing sector caused major job losses (A Short). In the 1970s, industrial robots were
brought into the scene of the manufacturing industry, leading to considerable productivity
improvements (Robots in). Within eleven years, over 10,000 of these robots were used across the
globe. According to the International Federation of Robotics, investments in such robots reached
16.5 billion USD, with 422,000 units sold (Industrial Robots). This demonstrates how AI
developments in the past have built a foundation for our current technological advancements, and
are able to cause improvements in productivity, efficiency, and cost savings across industries.

2.3.Current AI Performance
Compared to the capabilities of Artificial Intelligence decades ago, it has come a long

way to its current stage. In 2016, a humanoid robot called Sophia was created by Hanson
Robotics, which was the first robot with a realistic human-like face fostering the ability to
perceive and replicate emotions (Sophia). Meanwhile, OpenAI, which was founded in 2015,
started working on other AI-related technologies. In 2020, they started beta testing GPT-3, which
uses Deep-learning to create language and writing tasks almost distinguishable from those
produced by humans. One year later, OpenAI also developed DALL-E, a generative AI
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technology that processes and understands text prompts to generate AI images (Introducing
ChatGPT). Today, AI can be found in almost every industry, automating a large variety of tasks,
leading to increased productivity and efficiency, as well as lower costs for businesses.

In September 2022, a female AI robot was made the CEO of a Chinese online gaming
company named Fujian NetDragon Websoft (The Replacement). For her job, she signs
documents, approves proposals, and makes decisions on behalf of the company, enabling a
risk-free system. Since she is a robot, she does not receive a salary for her work, which means
the company saves up in terms of costs while being able to draw in more profit. While this
situation has not yet been made common, we can expect to see more of these cases from now on.
Furthermore, reinforcement learning, which is a type of feedback-based machine learning,
contains the potential for AI to get exponentially better at learning and making decisions without
the need for human intervention (Exploring the Future). With our evolving technologies, it is no
doubt that our future will shine brightly technologically.

2.4.Economic Impact
With our newfound technologies, the economic impact of Artificial Intelligence has also

become more profound. From a report by PricewaterhouseCoopers International Limited, AI is
predicted to contribute up to $15.7 trillion to the global economy by 2030, with $6.6 trillion of
this coming from increased productivity, and the rest coming from others such as the
development of new products and increased demand (PwC’s Global). On top of this, Accenture
found that AI technology has the potential to double the annual economic growth rate in 12
developed countries by 2035 (Artificial Intelligence). By 2030, our global GDP could increase
up to 14% under the impact of AI, with sectors such as manufacturing and healthcare being
benefited the most (Why Do).

Artificial intelligence has revolutionized various industries. For instance, healthcare is
being heavily impacted by the benefits AI has to offer. Given the accuracy and efficiency of AI,
algorithms can be used to analyze medical images and identify different diseases for early
treatment, potentially saving lives. AI can also use its analytical ability to process vast amounts
of data and recognize medical patterns in order to improve patient care, whilst reducing costs
since AI can replace manpower or allow workers to focus on more important tasks AI cannot
complete. The various advantages AI brings to the medical field have not just enhanced medical
care but also increased the economic value of this industry. In 2018, the global healthcare market
was valued at $2.1 billion. With the help of AI, it is now expected to grow to $36.1 billion by
2025, which equates to a compound annual growth rate of 50.2% (The AI in Healthcare).
Another industry AI has a huge influence on is the financial services industry. AI algorithms can
identify users’ preferences and provide more targeted products and services. Moreover, AI has
the capability of providing customers with 24/7 support, which is something that may be difficult
for a fully human workforce to achieve. AI bots can deal with customer inquiries efficiently,
freeing human service agents to focus on complex issues, leading to higher customer satisfaction.
The adoption of AI in the financial industry is estimated to lead to cost savings of up to $1
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trillion by 2030, and it may generate $300 billion in revenue for varying financial institutions by
2030 (What's the Real).

On the other hand, it may be argued that AI has negative impacts on the economy as well.
The development and maintenance of AI are extremely costly, meaning that bigger companies
with higher budgets have an advantage over smaller ones in terms of the adoption of such
technologies, further exacerbating economic inequality. The gap between a few large firms and
the rest could also enlarge, contributing to existing income and wealth disparities, and leaving
behind those with fewer resources at the back of the trend. Furthermore, one of the main
concerns people remain to have regarding AI is bias. AI systems are trained based on systems
and if the system were biased, the AI could spread misinformation and cause chaos. A recent
study found that some algorithms were more likely to choose men over women when hiring,
indicating how biased AI systems could lead to discrimination and unfairness in the economic
system and aggravate inequality (Bias in Algorithms).

2.5. Job Market Impact
The impact of Artificial Intelligence extends beyond the economy and into the

workplace, both positively and negatively. Given the efficiency and accuracy of AI technology, it
is undeniable that some jobs may be automated or even replaced by AI. By 2025, automation is
predicted to displace 16% of jobs in America. According to McKinsey Global Institute, up to
14% of the global workforce, which is 375 million workers, may have to change occupations and
learn new skills because of automation by 2030 (Jobs Lost). AI’s ability to perform repetitive
tasks for lower costs than hiring lots of workers has caused displacements in industries such as
manufacturing, retail, and financial services (The History). While businesses may be able to save
costs by using robots instead hiring workers, this could lead to increasing unemployment rates
and intensified income inequality. For example, Foxconn Technology Group, the supplier of
Apple and Samsung, replaced 60,000 factory workers with robots, and many experts have
expressed their prediction of more companies following suit (Wakefield).

At the same time, AI presents opportunities and advantages to the workplace. According
to the World Economic Forum, AI is expected to create 133 million new jobs and automate 75
million, which translates to 58 million jobs as a net increase (The Impact). A survey found that
65% of primary school students today will grow up having professions that do not yet exist (65
Percent). These statistics demonstrate the job opportunities that AI can bring to us, and how its
advantages in the labor market can outweigh the disadvantages. Technology is everchanging, and
global workforces and businesses have to work hand in hand to continually improve and stay on
top of the trends.

Moreover, instead of replacing jobs, AI can assist human workers in being more efficient
and accurate. For instance, Entrepreneur magazine developed an AI-driven platform that enables
their workers to collaborate better using AI, directly improving their quality of work (3 Ways).
The magazine has reflected on the usage of their platform, and they believe the benefits it brings
may lead to more companies developing platforms like such. Additionally, family robots have
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been created for the past few years, for example, Jibo, which gathered $25 million in funding
(Jibo, the Personal). This robot could act as your personal assistant, organizing your schedule
and reminding you of events, all through inputs such as speech, touch, and vision. While this
robot is mainly used at home currently, it would not be surprising for one to be developed
specifically for the workplace in the near future. Having a personal working assistant would
enable people to work smarter and focus on creative and complex tasks while leaving the
repetitive ones to AI, resulting in higher productivity.

According to a survey, 37% of businesses making use of AI reported an increase in
productivity and reduced costs (AI Adoption). It is estimated that by 2035, AI could lead to a
higher labor productivity rate, up to 40%, which adds $14 trillion to the global economy (The
Economic). This demonstrates the many advantages of bringing AI into the workplace, and how
it would benefit the greater economy and community in general. Not to mention, Fujian
NetDragon Websoft, a Chinese online gaming company made headlines when it announced its
CEO as Ms. Tang Yu, a robot powered by AI (A Video). This is a real-life example of how AI
replacing workers could help companies make better decisions due to better and quicker
analytics while keeping the costs of hiring employees low. Of course, this poses the risk of
people losing their jobs on a global scale because of how AI can overpower a human worker in
many ways. However, looking on the bright side, this translates to a demand for other
occupations needing workers, and the benefits AI can bring to the workplace may be seen in the
long term.

3. Financial Modeling
A financial model can analyze and predict outcomes by being a qualitative representation

of financial situations, aiding people in making good decisions in investing, forecasting, and such
(What Is Financial). There are different variables that make up a financial model, such as
revenue, interest rates, and market trends, which affect the value that we are trying to find.𝑦
Among the many types of financial models, there is the multiple linear regression model, which I
am using to explain the relationship between Artificial Intelligence and its impact on the
economy. The financial equation of a multiple linear regression model is as follows:

𝑦 = β
0

+ β
1
𝑥

1
+ β

2
𝑥

2
+... + β

𝑛
𝑥

𝑛
+ ε

(1)
In this equation, the value stands for the dependent variable, the number we are trying𝑦 

to calculate by plugging in numbers for the independent variables on the right-hand side. The
variables , , are independent variables, which will change depending on which variables𝑥

1
𝑥

2
𝑥

𝑛

the user chooses (The Multiple). The aim of using the multiple linear regression model is to
estimate the coefficients for the predicted value and the independent variable’s values. This𝑦 
equation can be used for understanding the relationship between different financial values and
factors that may influence financial outcomes.

53



In this case, my multiple linear regression model aims to find out how different variables
combined affect the yearly profit of companies. I hypothesize that the investment put into
Information Technology (IT) infrastructure and the number of employees in a company would
greatly affect yearly profit. This is because as you have more manpower to increase productivity,
more profit will also be made. However, I wanted to further investigate IT infrastructure’s role in
profit gain in a company and see whether it would have a more drastic effect than the labor force.
To achieve this, I have identified the key variables in this financial model.

The dependent variable ( ), also the number we are trying to calculate using this equation, is the𝑦 
yearly profit yielded by the companies I am looking into. This will be inputted in HKD billions
in the data table.

There are two independent variables in this model, with the first being the investment put into
Information Technology Infrastructure yearly in HKD billions ( ), and the second one being𝑥

1
 

the number of employees ( ). After plugging the variables in, the model would look like this.𝑥
2

𝑌𝑒𝑎𝑟𝑙𝑦  𝑃𝑟𝑜𝑓𝑖𝑡 = β
0

+ β
1

× 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 + β
2

× 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒 + ε

(2)
As an example to test my model, I chose Bank of China and HSBC to collect data on ("Annual
Report"). Below are the datasets of the two banks from 2019 to 2022 ("Financial Review").

Table 1. Data from Bank of China
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Bank of China

Year
Profit (in HKD

Billions)

Investment into IT
Infrastructure (in
HKD Billions)

Number of
Employees

2019 220.28 12.71 309,384

2020 223.78 18.22 309,084

2021 248.05 20.31 306,322

2022 259.14 23.5 306,182



Table 2. Data from HSBC

Using the datasets from Table 1 and 2, I plotted the numbers in R Studio, which allows for data
analysis and making predictions based on data, forming a code for my financial model shown
below.

Figure 2. The R Code for my financial model with data plugged in

After running the code, the multiple linear regression model was provided with the exact
coefficients, as demonstrated here.

𝑌𝑒𝑎𝑟𝑙𝑦  𝑃𝑟𝑜𝑓𝑖𝑡 = 40. 242722 + 6. 126366 × 𝐼𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 +  0. 000038 × 𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑒 + ε
(3)

The coefficients of the equation come from the ‘lm’ function shown in Figure 2, which estimates
the coefficients for the intercept and independent variables. To briefly summarize the
mathematical methods R code uses to achieve the best-fit line for this mode, the calculations
mainly put in are through matrix algebra and optimization (Estimating the Coefficients).

( ) is the value of the dependent variable (yearly profit) when the independent40. 242722 β0

variables (investment in IT infrastructure and employee count) are zero.
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HSBC

Year
Profit (in HKD

Billions)

Investment into IT
Infrastructure (in
HKD Billions)

Number of
Employees

2019 136.433 2.802 235,351

2020 90.196 2.9 226,059

2021 86.563 7.719 226,059

2022 97.611 7.459 219,199



is the coefficient of investment in IT infrastructure, and it shows how much the6. 126366
dependent variable (yearly profit) is expected to shift after the independent variable increases
one unit while holding the other variable constant. So that means the yearly profit increases
approximately when there is a one unit increase in the investment in IT infrastructure6. 126366
while the number of employees stays constant.

is obtained from a similar logic as the previous coefficient, but it describes the other0. 000038
variables in the equation. In this case, it means that the yearly profit increases by 0. 000038
when there’s a one-unit increase in employee count while investment in IT infrastructure stays
constant.

3.1.Model Accuracy Assessment

Table 3. Error terms of the dataset

The code on R Code wasn’t able to provide me with the error term ( ) of the financialε
model, which is calculated by finding the difference between the predicted value of the
dependent variable and the actual regression values. Since there are eight data points from my
dataset (four from the Bank of China and four from HSBC), there are eight error terms. After
calculating the error terms for each equation, I formed them into the table pasted above in Table
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Bank of China

Datapoint Year
Profit (in

HKD
Billions)

Investment
into IT

Infrastructure
(in HKD
Billions)

Number of
Employees

Error Term (ε)

1 2019 220.28 12.71 309,384 -7.988

2 2020 223.78 18.22 309,084 -15.437

3 2021 248.05 20.31 306,322 8.225

4 2022 259.14 23.5 306,182 12.931

HSBC

5 2019 136.433 2.802 235,351 27.658

6 2020 90.196 2.9 226,059 -6.345

7 2021 86.563 7.719 226,059 -19.904

8 2022 97.611 7.459 219,199 0.861



3. To explain the error terms, I will use the first data point from the Bank of China in 2019 as an
example. For this datapoint, the error term was -7.988 which means the predicted yearly profit
value was 7.988 units lower than the actual observed value, and we can also plug this error term
back into the financial model, forming this equation.

𝑌𝑒𝑎𝑟𝑙𝑦  𝑃𝑟𝑜𝑓𝑖𝑡 = 40. 242722 + 6. 126366 × 12. 71 +  0. 000038 × 309, 384 − 7. 988
(4)

Using these error terms, I can identify which predicted values are significantly off from
the observed value. Some of the more significant points in this dataset would be the fifth
datapoint where the predicted yearly profit was 27.658 higher than the actual number, which is
something to take into account when applying the financial model for calculations. Other than
that, the model seems relatively accurate, but I decided to look for other ways to validate its
accuracy.

To further look into the accuracy of the model, I was able to obtain the R-squared and the
Residual Standard Error (RSE) value by adding a code on R Code. The R-squared value is a
measure of how well the independent variables (investment in IT infrastructure and employee
count) explain the dependent variable’s (yearly profit) variations (Residuals and Diagnostics). It
is a value between 0 and 1, whereas higher values generally indicate that the model is able to
capture the data accurately. In this case, my R-squared value was , which means around0. 9556
95.56% of the variability in the dependent variable can be explained by the multiple linear
relationship with the independent variables, proving the model to be relatively accurate.

The RSE measures the average magnitude of the residuals of the model and quantifies
how widely or unevenly the observed data points are distributed around the regression line. The
lower the RSE value, the closer the predicted values are to the actual values (RSE vs R²). The
RSE value of my model is 18.65, meaning that the observed values deviate from the predicted
values by approximately 18.65 units on average, so the model deviates a reasonable amount.

On top of this, the code generated four graphs which are commonly used to validate the
reliability of a financial model. The graphs will be explained below.
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Figure 3. Residuals vs. Fitted plot

The R Code generated the ‘Residuals vs Fitted’ used in regression analyses to assess a
linear regression mode and allows people to understand the relationship between the fitted values
and corresponding residuals. In this graph, the decrease in residuals while the fitted values
increase indicates that the predictions made by the model are relatively accurate (Residuals Vs.
Fits). For example, when the fitted value is around 100, the residual is 0, meaning that the
predicted value is very close to the observed value. However, this graph does show flaws in the
model, such as the last point of the graph where the fitted value is around 245 and the residual is
around 12, meaning that the model’s predictions are deviating from the observed results. Even
though the model is mostly able to capture the predictions accurately, there are areas where it
couldn’t fully demonstrate the relationship between the different variables in this model.

Figure 4. ‘Quantile-Quantile’ (Q-Q) plot

The second graph generated by R code is the ‘Quantile-Quantile’ (Q-Q) plot, which
assesses a model to see if its data came from theoretical distribution and follows a normal
distribution. If the data is normally distributed, the points on the Q-Q plot will lie on a straight
diagonal line (How to Use). As shown in the graph, most points of the graph stay on or close to
the line of best fit, meaning that most of the data does follow a normal distribution. However,
there are outliers in this dataset, as seen in the last two points, but they only fall out of the line of
best fit slightly, so it does not pose a huge problem with the distribution.
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Figure 5. Scale-location graph

R Code also generated the scale-location graph, a diagnostic plot assessing the
heteroscedasticity assumption in a regression model. The square root of the absolute value of the
standardized residuals is plotted against the fitted values, and the standardized residuals are also
divided by their estimated standard deviation to make them more comparable on a scale. Because
the aim of this graph is to identify patterns or variability of the residuals, it is ideal to see a
scatter of points with no clear relationship, indicating constant variance (How to Interpret).
Looking closely at this graph, we can see there is no clear trend between the different data points,
which signifies the data is variant. There is no ‘cone’ shape which hints at heteroscedasticity,
which is the unequal scatter of residuals or error terms, showing the reliability of the data.

Figure 6. Residuals vs. leverage plot

The last plot generated by R Code is the Residuals vs. leverage plot, which spots
influential data points in a model and assesses the impact of individual data points on the model’s
coefficients and predictions. Within this plot, there is the Cook’s distance, which measures the
influence of each data point on the regression conflicts (Linear Regression). Datapoints that have
higher leverage and higher residuals usually have a greater influence on the model’s results, and
points outside of the dotted line of Cook’s distance have a strong influence as well, which means
deleting those points from the dataset would change the model heavily. In this graph, there is no
datapoint outside the dotted line, which means no significant outliers, so there is no need to
further investigate any point to determine their impact on the model.
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3.2.Discussions
The purpose of creating this multiple linear regression model was to better understand the

factors that affect the profit companies draw in. In this case, these factors were the investment
amount a company puts into Information Technology Infrastructure and the number of
employees in a company. By creating a financial model and feeding data from the Bank of China
and HSBC, I was able to take a look into the coefficients and gain insight into the individual
impact of each independent variable on the yearly profit of the two banks.

First, I was able to obtain the intercept term from R Code, which was 40.242722. This is
the expected value of yearly profit when both investment in IT infrastructure and the employee
count is zero, so we may think of this value as a baseline profit that can be gained under the
absence of the independent variables.

Then, we can take a look at the coefficients of the equation, which allow us to understand
their individual impact on the yearly profit of the two banks. As explained previously, the
coefficient value is how much the yearly profit will increase when that independent variable goes
through a one-unit increase, while holding the other independent variable constant. The
coefficient of the investment in IT infrastructure is 6.126366 while it is 0.000038 for the number
of employees, which means the former has a stronger positive impact on the yearly profit yielded
by the bank in comparison to the latter, having a 6.126328 difference.

In practical terms, this means that it may be more beneficial and profitable for certain
companies to invest more in technology than hiring more employees. This financial model
allows us to understand that the presence of AI has definitely changed the structure of many
companies, with many putting more money and effort into developing better technologies instead
of growing manpower as a method to earn more. Despite the findings of this model being
discouraging for some workers since this means companies may soon start seeing the effect of
investing in technologies over hiring workers and start dismissing workers, we could also see
this as an opportunity. Workers could familiarize themselves with the technologies companies are
interested in further developing, so companies may find them a valuable asset to the company,
which can help lead the workforce to having a more positive impact than the investment in IT
infrastructure on a company’s profit gains.

4. Qualitative Research
Apart from focusing on the financial and economic side of Artificial Intelligence, I was

also interested in gathering research on the qualitative side of AI, such as how people playing
different roles in society have opinions on it. Therefore, I reached out to people in various
industries and areas of specialties and conducted interviews with them.

4.1. Words from an Entrepreneur
To gain a deeper understanding of Artificial Intelligence’s role in entrepreneurship, I

reached out to a local entrepreneur, Mr. Jason Cheung, who generously accepted my interview
request. From observing the lack of practical English learning resources on the market, Mr.
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Cheung founded QualiFly, an AI-based English learning platform that personalizes exercises to
maximize students’ potential. According to studies, the global AI in the education market is
expected to grow at a compound annual growth rate of 41.14% (Artificial Intelligence), and Mr.
Cheung is sure to have grasped this opportunity. QualiFly has been utilizing AI for a while, from
using it to analyze students’ English performance and recognize patterns to generating exercises
to target specific weaknesses of a student.

Upon being asked about Artificial Intelligence and its impact, Mr. Cheung states his
optimism regarding the future development of such technologies. Seeing the incredible ability of
AI, he finds it to be a major opportunity for his company, and plans on further employing it. As a
current project, QualiFly has been navigating through the capabilities of Generative AI and
considering how to make use of it to enhance its platform.

When it comes to AI’s impact on entrepreneurship and businesses in general, Mr. Cheung
believes that traditional companies are likely to gradually get automated or even replaced,
especially those that don’t keep up with the ever-changing technological trends. On the other
hand, startups based on technology can heavily benefit from AI since it can reduce the workload
on programmers’ sides, and even lower different occupation entry barriers since there is less of a
need for knowledge-based work after AI’s appearance in the labor force. For instance, since
QualiFly functions partially based on AI, the more technology advances, the more their services
can improve, so the future of the company is bright. While many companies are faced with panic
and uncertainty, Mr. Cheung believes that there are no threats to QualiFly at this stage, and AI
should be utilized in businesses. As of this moment, QualiFly’s competitive edge remains, as AI
will not be able to replace them in the near future.

4.2. Expert Insights
In an attempt to strengthen my understanding of Artificial Intelligence from an expert’s

perspective, I discussed the implications of AI with Professor XiXin Wu. Professor Wu is a
professor in the Department of Systems Engineering and Engineering Management at the
Chinese University of Hong Kong, currently working on how AI processes speech and language
data. As someone who investigates the development of AI, he believes the benefits of AI can
outweigh the disadvantages. On the positive side, AI is a powerful tool, assisting us in our daily
chores and in the workplace. When AI systems are being used wisely, the economic industry and
progress can greatly improve. As an example, a startup in Silicon Valley introduced
voice-altering technology so the accents of call center workers can be reduced (The AI Startup).
While some countries are known for the hiring of workers being cheap, those workers may have
accents that make customers hard to understand. This technology can ensure the costs put into
labor stay low while maintaining a high service quality, saving money, and boosting efficiency.
On the other hand, AI, just like many other things, has flaws as well. If humans fail to
acknowledge the urgency of equipping themselves with AI-related knowledge, it is likely that
many lose their jobs to machines. Professor Wu also brought up the phenomenon of
‘hallucination’, which refers to generative AI’s tendency of fabricating information (Why
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Companies). The impact of hallucination is disastrous, as it can cause panic among users that
find AI to be incredibly reliable. Despite this, Professor Wu believes that with the right control
and education on AI, its positive impact can be overpowering. AI will continue to advance in the
future, and as humans, we should adapt to its capabilities and learn how to maximize its services,
such as learning how to come up with the most effective prompts, and how to incorporate AI into
our work. As a professional in Artificial Intelligence, Professor Wu believes there are policies
and regulations needed to be implemented to better protect users of AI, and potential issues of AI
should be made clear to the public in this technological era.

After speaking with Professor Wu, I discussed the future of Artificial Intelligence with
Professor Edmond Yeung, a professor in the Department of Management and Marketing at Hong
Kong Polytechnic University. He too sees the potential of AI and believes that as AI advances,
the skills needed to thrive in this era are changing as well. Before AI became so developed, many
prioritized gaining knowledge, and traditional areas of expertise. However, since AI can easily
take care of tasks at rates far beyond humans, our priorities now have to change. Professor Yeung
believes in the importance of acquiring the right presentation and research skills, which will aid
us in working more efficiently with AI, raising productivity. Of course, creativity and innovation
are two things humans can outperform AI at, and Professor Yeung urges us to take advantage of
this. To make sure we don’t get replaced by machines and AI in the future, we must be able to
foster unique skillsets and visions that can assist us in being more proficient in this
ever-changing world.

5. Conclusion
5.1. AI Ethics, Governance, and Regulations

As Artificial Intelligence rapidly advances, the potential harms AI could bring to
humanity are emerging. As previously mentioned, AI is subject to bias, which could happen if
the AI were to be trained on biased systems. When this happens, it could lead to unfair outcomes
as well as intensified discrimination among humanity. As an example, facial recognition software
used to be unable to recognize the faces of Black people. This has put Black people at a
disadvantage in hiring and housing, because of AI applications’ anti-Black biases (AI
Automated). Instead of allowing humans to connect better, AI could stir problems in society by
worsening the discrimination against people who have been oppressed for a long time in history.

On top of this, AI poses the threat of breaches of privacy and data security becoming
more commonplace. Most of us make use of AI systems on a daily basis, and these systems rely
on data, storage, and analysis, including handling users’ personal data. For example, virtual
personal assistants such as Siri from Apple and Alexa from Amazon process users’ voice
recordings and user preferences to better personalize customer experiences (Are Alexa). Also, AI
systems in healthcare gather personal patient data to provide accurate analyses of patients’ health
conditions (Davenport and Kalakota). While these services are beneficial for us and can certainly
make our lives easier, breaches of privacy could happen if people’s personal information is not
handled carefully. In 2013, Yahoo was hacked, and personal information from three billion users
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was stolen, including users’ names, email addresses, passwords, and phone numbers (Perlroth).
While Yahoo is not an AI-based company, this data breach highlights the severity of insecurity in
personal data collection, urging us to think about the current policies keeping AI systems in
place.

Lastly, AI is undoubtedly going to affect the labor market and cause job displacement,
threatening the lives of workers worldwide. Since many of AI’s working capabilities far exceed
human workforces, many occupations, especially in industries such as manufacturing, financial
services, and customer services, could be automated or replaced by machines. Despite this, more
job opportunities are simultaneously being created by AI. However, many fail to take advantage
of this since these new occupations require skills with technology, which they are unfamiliar
with. The impact of this could result in a greater unemployment rate, which has to urgently be
addressed.

As a response to the potential harms of AI, many countries have promptly taken action to
ensure AI systems are being kept under control. As a way to inform the public on the ethical
implications of AI, the Institute of Electrical and Electronics Engineers published the ‘Ethically
Aligned Design’, which is a report describing methods to ethically make use of AI and protect
yourself from potential dangers (A Vision). In terms of the protection of personal data, the
European Union introduced the General Data Protection Regulation (GDPR) in 2018, which
regulates how organizations use people’s personal data to protect their privacy (EU General).
However, this does not necessarily cover the full scope of AI risks, so the EU soon launched The
Artificial Intelligence Act (The European). Being the first comprehensive law posed regarding
AI, it covers three main aspects. First, applications that cause an unacceptable risk are banned.
Second, legal requirements are implemented upon high-risk applications. Third, applications not
labeled as high-risk or unacceptably risky are left unregulated. The transparency offered by The
AI Act is beneficial for people to keep updated on how their data is being used, and whether or
not it is being exploited. To enforce this policy, the Act is monitored by governments across
Europe, displaying the fact that the multiple countries are regulating each other, allowing for
safer use of AI systems. Additionally, China recently published a set of rules governing the usage
of generative AI which are due to take effect on August 15, 2023. One of the rules includes
generative AI providers being required to stop illegal activities when they are performed using
their platforms, and the providers have to set strict restrictions to ensure Chinese minors do not
get addicted to AI platforms (China Sets).

I believe that monitoring and setting guidelines for the usage of Artificial Intelligence is
crucial and should be implemented in countries across the world. However, something that does
not attract enough attention is the need for AI-related education. Careers across the globe are
about to disappear from the appearance of AI, and many may fail to jump to a job created by AI
immediately due to their inexperience with technology. As a result, employment rates could drop
rapidly, directly affecting the labor market. To solve this, programs regarding AI should be
provided to the general public by the government or non-profit organizations, especially to those
at risk of being jobless. These programs could educate people on how to effectively make use of
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AI, so they will be able to find a new job and make a living even if their current one gets
automated. Seeing the future of AI, such AI-based education should exist in schools as well.
Students across the globe should be required to take up AI courses to better equip themselves for
their future occupations and make sure they will be able to stay on top of market trends.
Hopefully, after the implementation of various policies, as well as more education on AI, we will
be able to maximize the benefits AI can bring us whilst minimizing its potential harm.

5.2. Summary of Findings
Based on the literature review and data I have collected, it can be deduced that the impact

Artificial Intelligence has on the economy and labor market is extremely profound, both in a
positive and negative way, yet it is heading toward a brighter future.

AI holds great potential to improve our economy, boosting productivity and allowing
companies to gain more profit through more efficient work. Workers no longer need to go
through repetitive tasks and can spend their time and effort on more creative and complex tasks,
which could seriously help businesses in certain industries. However, at the same time, this
means companies may replace their workforce with AI since they can reduce costs from hiring
while increasing profit from having AI work efficiently and accurately. Despite this, the
appearance of AI is predicted to generate millions of jobs worldwide, so as long as people
become incentivized to learn how to work alongside AI, there are still many opportunities
available.

From the multiple linear regression model I came up with to demonstrate the impact
investment in Information Technology Infrastructure and employee count have on a company’s
yearly profit, I was able to find out that investment in IT infrastructure has a much stronger
influence on a company’s yearly profit than the number of employees. This further proves my
point stating that AI and other technologies are capable of replacing humans at our jobs, and
even excelling at them. While it is undeniable there will be other threats brought by AI, there are
many opportunities present that could outweigh the harms of AI, and humanity is still well on its
journey to discovering the hidden capabilities and full potential of AI.

Implementing regulations is strongly encouraged for us to thrive in this new
technological era. From monitoring and setting policies on how to treat privacy breaches and
organization’s usage of customers’ personal data to promoting AI-targeted education, governance
must be carried out to ensure the public’s safety and to control the future of AI. Through methods
like such, we will be able to make the most out of the benefits coming from AI while mitigating
the harm it can bring. Technology, especially AI, is and will continue to be a crucial part of our
world, so instead of fearing it, we should learn to embrace it and incorporate it into our daily
lives. It is only then can we fully capitalize on AI’s productivity and potential.
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The Effects of Lotion Sunscreen Compared to Spray Sunscreen in Protecting the Skin
from Skin Cancer Caused by UV Radiation Using Yeast Cells by Abigail Truong & Karl

Martens
Abstract

The purpose of this experiment was to test whether the form of sunscreen (between lotion
and spray) affects the development of skin cancer. In this experiment, bread yeast was used to
evaluate the difference in the effects of the different forms of sunscreen. Bread yeast was put
onto agar in a petri dish and covered with plastic wrap, which was each covered with a form of
sunscreen. These petri dishes were put into a cabinet with UV light, then placed into an incubator
overnight. The next day, results and observations were recorded. There was a higher percentage
of bread yeast growth on the petri dish covered by lotion than by spray. Consequently, lotion
sunscreen is more effective compared to spray sunscreen in protecting the skin cancer from UV
radiation.

Background
Skin cancer is uncontrolled growth of abnormal skin cells usually because of UV

radiation. It is caused by the destruction of DNA in a person’s skin cells by UV rays produced by
the sun. (Cleveland Clinic) UV rays provide vitamin D to the human body. However, exposure to
too much UV radiation harms the DNA within a human’s skin cells. This destruction of DNA in
a person’s skin cells causes mutations to form within the skin cells therefore resulting in skin
cancer.

In addition, yeast is a fungus normally found on a human’s skin. (Johns Hopkins
Medicine) Bread yeast is a type of yeast and is photosensitive because it contains yeast
cytochromes which are photoreceptors that inhibit the effects of light. (PubMed) Photosensitivity
means bread yeast is sensitive to sunlight, just like the skin is. This is the reason for the use of
bread yeast in the experiment. When bread yeast cells are exposed to UV radiation, bread yeast
colonial growth decreases. So, the less bread yeast cells exposed to UV rays, then the more
growth will occur.

Sunscreen protects the skin and helps prevent sunburn and skin cancer. Most sunscreen
companies include physical blockers, such as zinc oxide, in sunscreen. (Scientific Research
Journal) When put on the skin, these blockers reflect UV rays from the skin, consequently
protecting the skin from the sun. Moreover, sunscreens contain a sun protection factor (SPF).
SPF is a measure of how much UV radiation is required to produce a sunburn on protected skin
as opposed to unprotected skin. As the SPF value increases, sunburn protection increases.
Different forms of sunscreens have different protection levels on the UV levels for the skin. This
experiment was designed to evaluate the effects of lotion sunscreen and spray sunscreen in
protecting the skin from UV radiation.

Hypothesis
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If the Coppertone Complete 50 sunscreen lotion and Coppertone Complete 50 sunscreen
spray are both tested, then the Coppertone Complete 50 sunscreen lotion will grow less yeast
compared to the Coppertone Complete 50 sunscreen spray and therefore be more effective in
protecting the skin more from developing skin cancer from the sun.

Materials
- Coppertone Complete 50 lotion sunscreen
- Coppertone Complete 50 spray sunscreen
- Safety gloves
- Goggles
- 2 YED (yeast extract-dextrose) agar plates
- 0.5 mL of bread yeast (saccharomyces cerevisiae)
- 2 test tubes each with 0.5 mL of sterile water
- Safety glass cabinet with UV light
- Timer
- Incubator

Procedure
1. Put on safety gloves and goggles.
2. Obtain 2 sterile, capped, test tubes each with 0.5 mL of sterile water.
3. Obtain 1 sterile pipet (Note: When opening a pipet, open the wrapper on the bulb side.
When using a pipet, only touch the bulb. This ensures that the pipet remains sterile.)
4. Using the sterile pipet, add about 0.25 mL of bread yeast (saccharomyces cerevisiae) to
each test tube.
5. Cap the tubes tightly and shake gently to mix the yeast cells into the water (Note: the
water should look slightly cloudy)
6. Obtain 2 YED (yeast extract-dextrose agar: a growth medium for yeast) plates.
7. Label the plates as described: label the edge on the agar side of the plate. Label one plate
spray. Label the other plate lotion. Label both plates with your name and the date. Label the lids
of each plate with this information as well.
8. Lift the lid of one YED agar plate just enough to allow the neck of one of the test tubes
containing the bread yeast to enter.
9. Pour the entire contents of the tube onto the surface of the YED agar and replace the lid
on the petri dish plate.
10. Shake the petri dish plate gently side to side until all the yeast has spread across the entire
surface of the agar.
11. Let the plates sit until the excess liquid has soaked into the agar.
12. On a square of plastic wrap, lightly spray the Coppertone Complete 50 spray sunscreen on
top of the plastic wrap.
13. Fold the plastic wrap in half.
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14. Remove the lid from the plate labelled spray and quickly cover the plate with the plastic
wrap. Make sure the plastic wrap is pulled tight and does not touch the surface of the plate.
15. Repeat step 14 with the lotion plate, making sure to lightly spread 2 drops of lotion sunscreen
with a finger.
16. Place both plates into the safety glass cabinet and close the door.
17. Turn on the UV light for 2 minutes.
18. After the 2 minutes are over, remove the plastic wrap from both plates.
19. Replace the lids with their appropriate petri dish plates.
20. Cover both petri dish plates completely with aluminum foil.
21. Place both petri dish plates with the agar side up inside the incubator.
22. Leave the petri dish plates inside the incubator overnight at 30℃.

Results

Figure 1. This is an image showing the results of the experiment conducted.

73



Based off Figure 1, the lotion sunscreen petri dish is whiter than the spray sunscreen petri dish.
The whiteness depicts bread yeast colonial growth. The lotion sunscreen petri dish showed a
96% bread yeast colonial growth compared to the spray sunscreen petri dish’s 62% bread yeast
colonial growth.

Discussion
The whiter the petri dish, then the more bread yeast growth. The more bread yeast growth

there is, the more effective the form of sunscreen is in protecting the skin from UV radiation
from the sun. Based off Figure 1, the lotion sunscreen petri dish turned whiter compared to the
spray sunscreen petri dish. Consequently, the lotion sunscreen is more effective in protecting the
skin from UV radiation. So, the results of this experiment support the hypothesis. In addition, the
results support the background information because bread yeast proved to be a reliable bacterium
in showing UV level protection. In addition, the results support the background information
because the two different forms of sunscreen had different effects on the UV level protection.

A possible error in the experiment is the amount of sunscreen applied to the plastic wrap
before placed on the petri dishes. A different amount between the different forms of sunscreen
could affect the results of this experiment. To solve this error, a set amount of sunscreen should
be recorded in the materials section, such as 0.5 ounces. To expand on this experiment, another
experiment that could be conducted is redoing this same experiment with the same steps except
applying 0.25 ounces of spray sunscreen on the spray sunscreen plastic wrap and applying 0.25
ounces of lotion sunscreen on the spray sunscreen plastic wrap. This would ensure that an equal
amount of each form of sunscreen was applied. In another expanded experiment, water could be
another factor. How will water affect the UV protection levels between spray sunscreen and
lotion sunscreen? Water would be applied to both the spray and lotion sunscreen in this
experiment.

Conclusion
Lotion sunscreen provides better UV protection as evidenced by increased yeast growth
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Utilizing ChatGPT to Determine a Plant’s Watering Schedule and Automatically
Administer Water via a Motor-Based Valve by Sophia Dong and Emmanuel Mayssat

Abstract
This research explores the integration of AI technologies, specifically ChatGPT, in

imaging systems and automating plant wearing schedules through motor-based valve systems.
With the growing importance of the internet, this study investigates the feasibility of utilizing
ChatGPT alongside motorized ball valves for smaller-scale watering systems. The methodology
involved designing circuit boards, analyzing valve temperatures, and configuring ChatGPT for
image-based watering schedules.

Data analysis revealed the effectiveness of motor ball valves over solenoid valves in
maintaining temperature stability. ChatGPT’s imaging function GPT-4 successfully generated
watering schedules based on plant images. Overall, the study highlights the broader implications
of integrating AI technologies in plant care and suggests future research directions for improving
system integration and modifying the project to a broader scale.

Introduction
With the rise of the internet of living things (IoLT), we are able to more meaningfully

connect with our world, particularly through plants. By using a network of electronic devices
embedded into objects, these devices essentially act as “digital glasses,” allowing us to track a
plant’s behavior more efficiently and accurately, which enables us to perform more
measurements (Sørenson, Lansing, 2023). Currently, ESP32 cameras are popular among IoLT
hobbyists due to their beginner-friendly traits such as low power consumption, easy Wi-Fi and
Bluetooth connectivity, making it easy to connect to external servers such as ChatGPT (Dronebot
Workshop, 2023). Using these technologies in tandem with current watering systems opens up
posibilities of creating automatically powered watering systems, offering a plethora of
advantages such as efficiency, convenience, and cost-effectiveness (Iqbal, et.al, 2022). Currently,
solenoid valves are more widespread because they’re able to control the water flow better
(Dombor, 2022). However, motorized ball valves, while less accurate, are more useful for
smaller-scale projects, such as the one outlined below. Requiring minimal effort to switch, these
valves are also more corrosion-resistant, ensuring a longer lifetime usage. Although
electronically-driven irrigation systems offer a plethora of they are not without their share of
obstacles, notably encompassing substantial initial investments, constrained adaptability, and
maintenance requirements. Additionally, there are many tradeoffs which the researcher may
encounter; some examples include making an effective prompt for ChatGPT so it can provide
concise outputs and creating an imaging interface system connecting ChatGPT to a circuit
microcontroller; both of the aforementioned issues arise from the fact that sending images to
ChatGPT is a fairly new process, with few resources documenting the process (Rogers, 2023).
As a result, hobbyists might find it difficult to effectively implement such technologies,
particularly those with little to no experience. This inquiry seeks to create a functioning imaging
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system that is easily replicable, ensuring optimal performance and sustainability in
electronically-driven watering systems to automatically administer a given amount of water. A
new device satisfying all the above criteria will pave the way for new utilizations of ChatGPT,
possibly expanding to video detection.

The AI technologies available to us through ChatGPT are language models, machine
learning, deep learning, and neural networks (Dronebot Workshop, 2023). These various
mechanisms have been used to perform numerous tasks ranging from response generation to
image identification. However, there isn’t much data available demonstrating the efficacy of
utilizing the latter technology to achieve a specific goal, such as creating a watering schedule,
exporting the instructions in Json format, and having it communicate with a Wi-Fi module or
microcontroller. Due to the preciseness of robots, such applications can translate to agriculture,
which currently accounts for 70% of global freshwater demand (Iqbal et al., 2022), and reduce
water waste.

Additionally, because climate change is creating increasing challenges for plants to
develop resilience, it is critical that the tools keep pace and continually adapt to the changing
needs of today’s agriculture. According to Benos et. al (2021), agriculture is increasingly being
used in tandem with AI due to its efficiency. AI enables machines within the system to directly
communicate with each other, potentially allowing the system to improve itself based on
information inputs without the need for human interference, making plant monitoring less
time-consuming. Through a series of studies, Benos’s team tested various aspects by measuring
the effectiveness of AI at managing crop growth based on focusing on various detection factors
such as plant soil moisture and satellite spectral data as well as different ways of detection. From
these studies, they found that artificial neural networks were the most efficient. While they also
found that the more factors they measured, the more accurate the results, measuring too many
factors might make compiling the data difficult. These promising outcomes have led to the
development of technologies including rovers utilizing AI detection (XMineral, 2023) which are
able to create a more thorough picture of a plant’s needs.

Numerous studies have explored the integration of AI-powered technologies, such as soil
moisture sensors and precision irrigation systems in sustainable agriculture. Researchers like
Iqbal et al. (2022) and Phukan (2022) have demonstrated the potential of these technologies in
conserving water resources and increasing crop yields. Moreover, according to the European
Science-Media Hub, AI will eventually have the ability to connect data together from machines
which then can derive conclusions based on data and other factors which might not be as
obvious, even to a highly experienced farmer. To go even further, AI can optimize supply chains
by ensuring that produce is “refined” and delivered when and where it is needed. For this reason,
AI is beginning to make its way to European farms as governments see the powerful means with
which it can support European agriculture.

There presently exist two main types of watering valves: solenoid valves and motorized
ball valves. The former utilizes an electromotive force created by a movable electrode and
solenoid coil, which increases the cost, and power dissipated. As a result, such mechanisms are
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used in industrial-scale settings, and currently, are more widely employed. Meanwhile, the moto
ball valve is simply opened and closed using a motor (Dombor, 2022), making it easy to employ
for smaller-scale projects. It dissipates less power and is more cost-effective than its counterpart.

However, while these studies emphasize the usefulness of such technology in aiding plant
growth, there remains a critical unanswered question on whether this technology can be
implemented on a larger scale. There is a lack of comprehensive studies as the current research
provides a surface-level understanding for AI applications (Benos et. al, 2021). Additionally,
current technologies can only generate data sets for a limited area, often overlooking the realistic
implication of a bigger issue. Many farmers are also not AI experts, and as such it’s imperative to
create an efficient, easy-to-use tool that can be widely distributed among individuals.

To bridge this gap, it is essential to conduct rigorous testing of AI technologies on smaller
scales before their widespread adoption. While there are current efforts to utilize ChatGPT’s
imaging capabilities in radiology (Srivastav et. al, 2023), applications remain quite limited. This
study seeks to address this imperative by developing and evaluating AI-driven adaptive watering
systems in tandem with efficient valve systems. By focusing on reliability and ease of use, the
study aims to create a robust solution that can be applied into a bigger scale. As the world
increasingly relies on AI technology, the digitalizing agriculture sector enables farmers to use
their land more efficiently and thus, produce more yield. It also reduces labor costs, allowing
farmers to focus their efforts on other matters such as creating plots for other crops that are less
commonly mass-produced.

Methodology
The methodology for this research was focused on exploring and understanding ways we

could use AI identification and soil moisture sensors in tandem to accordingly water plants,

ensuring a deep and comprehensive analysis of the subject matter. Images would be taken by an

ESP32 camera, uploaded into a server, and then sent into ChatGPT, which would consequently

output a watering schedule in json file format. The json file would be returned to the Wi-Fi

module and communicated to the microcontroller to water the plants accordingly.

To analyze the data from designing and fabricating a board with a PIC16F18445

microcontroller, field notes were taken documenting the process of each stage.

Descriptive research was also utilized when collecting data that measured temperature of

a motor ball-powered valve and a solenoid-powered valve. To collect the necessary quantitative

data for the study, a combination of Field Notes, Observations, and Databases such as Google

Sheets was used, ensuring the gathering of rich, multifaceted information relevant to my research

objectives. Using a thermometer and a video camera, data points were collected and plotted on a

graph with axes temperature v. time. Google Sheets was used to create graphs demonstrating the

trend between temperature and time. The primary goal of the second part was to uncover patterns

relevant to creating an efficient, reliable, and long-lasting watering system.

For analyzing the collected data, coding and descriptive statistics techniques were

employed. To identify the statistical significance of the success, Google sheets created graphs
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representing the findings. Comparing the points to a best-fit on these graphs indicated the

accuracy of the measurements found early in the procedure.

The data collected was both quantitative and qualitative. To create a setup of the

experiment, information was collected from other databases. To measure the effectiveness of the

ESP32 camera and ChatGPT, field notes documenting observations determined if both

technologies could consistently produce accurate results, namely taking pictures every thirty

seconds and producing an output with an accurate watering schedule respectively. Based on these

previous observations, revisions were made to continually enhance the functionalities of both

technologies. This section aimed to document the results of a functioning image generator to

serve as a guide for individuals seeking to replicate the paper’s goal.

Through rigorous data analysis and ethical research practices, this study sought to

uncover the most effective methods of creating an image-motivated algorithm that produced a

watering system.

Data and Results
Part 1: Making the Circuit

In this section, a board schematic and PCB layout was designed in KiCAD. After having

a private company manufacture the board, surface-mounted components were soldered on the

resulting circuit board.
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Figure 2: Displayed above is the schematic of the circuit. The PIC16F18445 and Wi-Fi module
shown on the left will provide directions to open the motor ball valve used and communicate

with GPT4-V respectively.

Figure 3: The PCB layout of our circuit converts the schematic to the real components and uses
real traces to connect all these components. To accommodate the necessary wire traces without

short-circuiting, this board contains four layers, each connected with vias.

Part 2: Choosing a Valve
In this section, a solenoid valve and motor ball valve’s temperatures were compared to

determine the more efficient mechanism. Temperature measurements were recorded by a camera

and subsequently plotted on the y-axis of a graph, with time serving as the independent variable.
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Figure 4: Starting from room temperature, about 70 degrees Fahrenheit, this graph demonstrates
a linear relationship between a solenoid valve’s temperature plotted as a function of time.

Figure 5: When observing motor valve temperature plotted as a function of time, the trend is a
straight line, indicating negligible temperature changes.
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Figure 6: Shown above is the ball-motor valve attached to the PVC watering system.

Part 3: Configuring the Camera and ChatGPT
Additionally, a system where images can be captured and uploaded to the server was

established.
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Figure 7a: Shown above is the ESP32-CAM model purchased. Image source: AiTRIP, “AITRIP
1 PCS ESP32 ESP32-WROVER Board with Camera WiFi & Bluetooth Development Board

Compatible with Arduino IDE”, 2024. Accessed via
https://www.amazon.com/AiTrip-ESP32-CAM-Bluetooth-Dual-core-Development/dp/B09ZJTV

PNW?th=1

Figure 7b: Utilizing an ESP32 Camera and Python code, pictures were taken every 30 seconds

and uploaded to a server, leading to relevant updates for ChatGPT to read.

ChatGPT was successfully configured to generate a JSON file containing a watering

schedule based on an input image of a plant.

Figure 8a: The code displayed interacts with GPT4-V, utilizing prompt engineering to ask the
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software to return a watering schedule in the format shown in figure 5.

Figure 8b: An example response generated by ChatGPT based on the code from Figure 5a.

Discussion, Analysis, and Evaluation
The findings of my study demonstrate the efficacy of an imaging application utilizing

ChatGPT, which could potentially be more widespread in the future. There were also numerous
components regarding circuit construction that were discovered. The design and construction of
the circuit board required substantial background knowledge, particularly in using KiCAD for
layout and in selecting appropriate components. Practical skills such as soldering
surface-mounted components were also essential to create a functioning product, necessitating a
high level of expertise.

There were several main challenges encountered during the building of the circuit, one of
which was avoiding short circuits. To mitigate this issue, we used a four-layered board design,
placing traces on different layers. Moreover, VIAs were employed to shorten voltage traces,
resulting in a more compact and efficient layout. Laying out the components in a compact and
functional manner also proved difficult. Specific components had placement restrictions; for
example, the Wi-Fi module, used for cloud interfacing, required its antenna to be on the edge of
the board to function properly while components like jacks and programmers needed to be easily
accessible, so they were placed on the sides of the board. The LED, an important status indicator,
also had to be positioned for visibility to indicate the status of the circuit during debugging.

The selection and design of components for the valves required a deep understanding of
circuit-building. For instance, the ball motor valve was chosen over the solenoid valve due to its
superior performance. The motor valve exhibited better sustainability and efficiency, with the
data clearly showing its advantages over the solenoid valve. Graphs evaluating the performance
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of both valves over time highlighted the solenoid valve's propensity to overheat, with
temperatures exceeding 100 degrees Fahrenheit, leading to potential equipment degradation. In
contrast, the motor valve maintained a stable temperature close to room temperature, making it
more practical for our purposes.

In addition to the circuit and valve designs, the project involved configuring an image
identification system using GPT-4 Vision, ChatGPT’s imaging function, and a water schedule
generator. This required trial and error to determine the optimal commands for GPT-4 Vision,
and the use of external resources to find suitable codes for the ESP camera. Debugging this
system was challenging and time-consuming, but ultimately successful. The image-processing
feature of GPT-4 Vision, despite a runtime of approximately 15 seconds, did not significantly
impact the accuracy of watering schedule recommendations.

Programming microcontrollers with MicroPython presented its own set of challenges.
Given the limitations of my expertise, such code may be too complicated for me to integrate into
my current setup. Instead, pivoting to using an Arduino, which offers more robust computational
capabilities, or utilizing a Raspberry Pi mini-computer could offset these complications by
allowing me to directly communicate with the valve controls easier. This entails improved
processing power and flexibility for future enhancements, streamlining the process and offering
more efficient solutions.

In conclusion, throughout the project, I gained significant insights into various aspects of
circuit design while also building on previous skills I acquired from various other projects,
including a previous keyboard. I learned to use different functionalities of CAD software and
how to read datasheets effectively. Additionally, I developed techniques to make circuit-building
more compact and understood the intricacies of different circuit components. This project
provided valuable learning experiences and demonstrated the practical applications of
circuit-building and component integration. The challenges encountered led to a deeper
understanding of both the technical and practical aspects of electronics design and
implementation.

Conclusions, Implications and Next Steps
The findings of our study suggest the feasibility of integrating imaging features with

ChatGPT, while also demonstrating the efficacy of ball valves within watering systems. These
results hold significant implications, particularly for hobbyists, these discoveries indicate the
way for greater accessibility and adoption of these technologies on a wider scale. Furthermore,
the application of ChatGPT in imaging extends beyond watering systems, potentially influencing
various other fields, thus expanding the horizon of technological innovation. While our study
contributes to existing knowledge, it diverges by highlighting the broader potential of these
technologies, signaling a shift in perspective.

However, it's important to acknowledge the limitations of the research, primarily
stemming from struggles to link the ChatGPT json command and the PIC16F88 microcontroller.
Moving forward, future research endeavors should prioritize the integration of components to
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develop a more comprehensive system either by using MicroPython or switching the circuit
board to an Arduino or another device with a built-in computer, thereby enabling a more direct
evaluation of its effectiveness. This not only opens avenues for further exploration and
development but also highlights the broader applicability of ChatGPT across different mediums
and in conjunction with other technologies, ultimately enhancing the accuracy and functionality
of the final product.

Moreover, the potential applications of GPT4-Vision in imaging warrant further
investigation, offering opportunities to explore diverse functionalities, including the
measurement of humidity and temperature. Additionally, the wider implementation of motor ball
valves holds promise for optimizing watering systems, ensuring more efficient water distribution
and resource utilization.

In the forthcoming stages of our research, bridging the gap between these disparate
components through meticulous programming with MicroPython or Arduino becomes the
principal goal, while also considering the components of water transportation within the watering
system. By leveraging these insights and advancements, realizing a fully integrated, efficient,
and technologically advanced solution will not only enhance the functionality of watering
systems but also emphasize the transformative potential of AI-driven technologies in other areas.
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Homecoming of Refugee Children by Maryam Ali

The refugee crisis is a prevalent and challenging global issue growing slowly. Although
many countries are doing their best to provide for refugees, refugees still face daunting
challenges. Without emotional, financial, and community support, mental health conditions
become arduous, especially for children. From having a basic shelter to migrating to a safer
environment, every step of their journey has detrimental effects on their mental health. The life
after refugee children move from their home country to their host country is most crucial and of
great significance. Numerous aspects including social interaction, education, assimilating to the
host country's culture, and language barriers, have adverse impacts on refugee children's mental
health and well-being.

Recent studies on refugee children shed new light on the hardships they face after moving
into their resettlement countries, which previous studies lacked. Although this issue may seem
trivial, it is crucial in today's challenge we face with ever-increasing refugees around the globe.
Refugee children get displaced and face this huge change and do not have any emotional support.
The primary issue arises when refugee children need to assimilate and get used to a different
culture. This often leads to various mental health disorders which are preventable. For instance,
¨educational and recreational challenges may impose barriers to normal child development,
which may socially isolate children and toddlers from their peers, limit their exposure to
child-friendly environments and opportunities to play and explore, and develop their social
interaction skills¨ (Riskalla 11). Riskalla illustrates how educational and social challenges can
hinder child development and cause various mental health problems. He describes how children
isolate themselves from their classmates and avoid social interaction. This concern can hinder
refugee children's way of expressing themselves and growing. We need to create safe
environments, introduce new programs, and bring in qualified teachers and child psychologists
who can work with these children to bring them into a positive and healthier mindset. To take a
case in point, a young boy named Paul from a sub-Saharan African country. He and his family
arrived a year previously in Canada, having fled persecution. One day at school he fainted and
then was referred to a pediatric emergency room. He fainted again and then was referred to a
newcomer pediatric refugee clinic. ¨The pediatrician, without pushing for disclosure of
pre-migratory trauma from the family, established an alliance with the parents and discovered
that the boy had witnessed extremely traumatic scenes¨ (Measham 210). We need to focus on
keeping children in a safe environment due to the trauma they have faced in their home country
due to war, etc. Another example of traumatic experiences and the effect they can have is that
¨children also experience behavioral regression post-displacement, as Yara narrated how her son
started to stutter: “My son gets scared from anything. He would say, ‘Mama should I say this?’
because he is scared even from normal words . . . Normal conversations” (age 21, a mother of
two children)¨ (Riskalla 14). As shown, refugee children go through struggles even before
displacement and can have a big impact on daily life. When they move to their host country, it is
our responsibility to help them overcome these challenges.
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An example would be that, ¨the UK is facing a major increase in the number of people
seeking asylum each year, of whom approximately a quarter are children¨ (Fazel and Stein 1). As
numbers of refugee children grow, it becomes increasingly difficult to assist and help them. We
need to develop new strategies so that refugee children and their mental health do not get
compromised. This is a wide struggle for refugee children because every aspect of life is
different from where they previously lived. ¨Successful programs emphasize the role of
cross-cultural teams who can work in an extended outreach manner. Some programs have also
tried to integrate traditional healing methods to try and enhance the effectiveness of treatment.
Home-based or school-based work has advantages with families who might have a lingering
distrust of authority¨ (Fazel and Stein 2). Various approaches and methods are being
implemented and brought up to work with different types of children who experienced trauma
and who are trying to get used to the environment they have been brought into. However, not all
treatments are valid, and do not have an elaborative study done on them. This shows us that we
need to pay special attention to these challenges and issues and address them to the best of our
ability. A deeper study and scientific approach is the need of the hour. Other ¨important aspects
include special training for refugee determination officials, legal representatives, guardians,
interpreters, and others who come in contact with children to understand the principles and
standards of the Convention on the Rights of the Child and other international laws¨ (Fazel and
Stein 4). Fazel and Stein argue that special training is crucial for officials and various others who
are in contact with refugee children. This is because we need the people around refugee children
to be culturally aware, gentle, kind, emphatic, and understanding. Officials need to know what
type of tone, language, and approach is needed to handle refugee children with utmost care. If
these requirements are not met, they should not interact with them.

Furthermore, the language barrier aspect is quite prevalent when it comes to refugee
children. We need to have an understanding of their cerebral abilities and try to understand their
way of communicating.¨The practical implications are that verbal and language-based therapies
need to be adapted for the particular child’s intellectual and language abilities¨ (Hodes 721).
Special therapies and various psychiatrists who are well-versed in more than one language need
to be brought up when dealing with their traumas and challenges. Refugee children will be more
comfortable and open to sharing their concerns, worries, and feelings better when they are
talking with someone who fully understands them. Going back to Paul's story, the pediatrician
who was responsible for Paul decided to direct him to a community clinic mental health team.
After conducting many tests and collaborating with a child psychiatrist, an art therapist, and a
school social worker, they confirmed that Paul had severe PTSD. ¨His parents tended to
minimize their boy's symptoms because of their trauma and their need to cope well with the
difficult migration process¨ (Measham 211). As we can see, it is best to not dig out their
traumatic experiences unless and until they feel like they need to because that could lead to
additional distress which can be avoided. ¨Preparation of the child, corroboration with agencies
involved, and minimization of the child’s distress by not unnecessarily going through their
traumatic experiences can enhance initial engagement and build trust by listening to what is
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important for them, especially unaccompanied minors¨ (Hodes 721). Listening not only enables
refugee children to freely share their thoughts and struggles but also allows them to relieve any
emotions they have bottled up or held in. Letting everything out sometimes is the biggest relief
anybody can feel. I am not saying that people who do not know a certain language can't interact
with refugee children, they can and words are not the only way to show how much you care for
somebody. There are various ways the people around refugee children can make them happy and
bring their child-like innocence back. For example, bringing them toys, clothes, their favorite
desserts or candy, engaging in sports, and the ideal place for refugee children to be themselves
would be schools. ¨Schools can be the hub of a multi-modal program ranging from helping
refugee children adapt to the host society to forming links with community agencies¨ (Hodes
724). When dealing with refugee children, we need to pay more attention to community
engagement the most. Community engagement enables refugee children to engage with various
people and participate in fun activities therefore benefiting their emotional and physical
well-being. ¨Schools provide a place to learn, facilitate the development of peer relationships,
and help provide a sense of identity¨ ( Fazel and Stein 3). Schools act as emotional and social
support as well as monitor academics and nurture one's personality and upbringing. In Paul's
case, ¨services were finally organized through the school, where the school's psychoeducation
specialist met with him weekly to provide supportive sessions using art and play expression as
well as psychoeducation about anxiety, and reassurance¨ (Measham 211). As shown, refugee
children can learn and grow if the right support system is instilled in schools around the globe.
Special counselors and programs can benefit refugee children and help them become open and
relaxed.

Additionally, many methods and therapies have been introduced due to the increase of
mental health challenges in refugee children specifically, psychotherapy. Psychotherapy enables
various methods and strategies that have been used on people from different traumas and mental
health conditions. ¨Due to migration, loss of family, and traumatic experiences, are risk factors
for the emergence of antisocial behavior, and it has been found that even refugee children who
are predominantly not war-exposed are at increased risk of conduct problems in resettlement
countries¨ (Hodes 720). Anti-social behavior is really common among refugees because of the
new environment they are in. We need to help children get assimilated by providing them with
education, value, and a sense of community. Many refugee children are very sensitive so gently
dealing with them while educating and instilling values in them is very important. Especially
with the culture and religion they come from. They are used to certain foods and beliefs therefore
it is important to surround them with people who have similar backgrounds and beliefs so that
they have a sense of belonging and home. In other words, changing or forcing something on
somebody does not positively help them. Instead helping them get used to the environment at
their own pace and willingness has a more positive impact on their wellbeing, in this case,
refugee children. To take a case in point, ¨Simran had a good rapport with her community worker
who addressed her anxiety by playing her Bollywood music and also helped her do her prayers.
She used the distraction of music, reading, and prayer as avenues to reduce her anxiety¨
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(Measham 212). This case shows us that it's important for therapists and psychiatrists to work
according to the refugee children's interests, needs, and likes. It demonstrated the importance of
addressing their concerns as well as their families. These methods relieve stress, anxiety, and
overall anxiousness.

In regards to the forms of therapies, there are, Measham discusses, ¨In a different model
of collaborative care in Montreal, children and their families from any region can be referred for
consultation at the specialized Cultural Consultation Clinic of McGill University, which offers
psychiatric consultation at a consultation clinic focusing on immigrant adult and child mental
health (212). Another form of therapy that is being used is ¨a specialized form of psychotherapy,
Trauma-Focused Cognitive Behavioral Therapy (TF-CBT), which is considered a first-line
treatment for PTSD in children and adolescents in the general population and has also been
promoted for refugee children and adolescents¨(Measham 210). This form of therapy is being
widely used and an updated form has been introduced as well but it has not been properly tested
out yet. Many programs and universities have done a good job of instilling programs for refugee
children. However, there are not many institutions that do this and this is not enough awareness
about refugee children and their struggles. I am not saying what we are doing is not positive but
rather we should be raising awareness and voice the concerns and struggles refugee children
face.

To summarize and conclude, as the number of refugee children increases, our resources
for treating and helping refugee children should increase as well. Many children face harsh
conditions and go through various ordeals after and before migration. They struggle with
education, language barriers, mental health conditions, assimilation, and more. Working together
with pediatricians, therapists, and school counselors will help refugee children assimilate and get
familiar with the various changes around them. It is our job to raise a voice for the difficulties
they face and help them to live a good life. As various authors and writers have illustrated their
concerns, we need to step up and join organizations, donate, and volunteer to the best of our
ability to help refugee children around the globe.
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Exploring Prenatal Factors Linked to Autism Spectrum Disorder By Mila Sonkin

Abstract
Autism spectrum disorder is caused by a variety of determinants. This study focuses on

how the mother’s exposure to pesticides, ozone pollution, and infections, as well as the mother’s
pre-existing disorders, including diabetes and preeclampsia, result in the development of autism
spectrum disorder in the child. It also examines the role that maternal immune activation and
autoantibodies have on the risk of ASD in the mother’s offspring. In addition, it analyzes specific
circumstances during childbirth, which include maternal hemorrhage and the use of forceps, and
addresses their potential impacts on the risk of autism in the child. Lastly, this study describes the
association between incorrect brain development and ASD. Along with compiling the several
different maternal circumstances during pregnancy that could cause autism, this study also
mentions the link between early brain overgrowth and ASD. Essentially, it clears up any
confusion about specific conjectures regarding possible maternal factors that contribute to autism
spectrum disorder by presenting the data in a clear and organized manner.

Introduction
According to the Centers for Disease Control & Prevention (CDC), autism spectrum

disorder (ASD) is a developmental disability that can cause significant social, behavioral, and
communication challenges. Autism has become increasingly common over the past one hundred
years with the latest CDC report stating that 1 in 36 children is diagnosed with ASD.
Furthermore, there has been a great amount of research on the potential causes of autism,
identifying a multitude of cause and effect relationships and associations between autism
spectrum disorder and possible contributing factors. Although correlation doesn’t equal
causation, finding a correlation between two things is a crucial first step to proving a causal
relationship.

Mother’s Exposure During Pregnancy
One factor that can contribute to the development of autism in a child is the mother’s

exposure to specific substances during pregnancy.

Pesticides
A recent article published on the relationship between prenatal and infant exposure to

ambient pesticides and the prevalence of autism spectrum disorder found that exposure to
pesticides was a factor that contributed to autism spectrum disorder in the child. As stated by the
primary author, Ehrenstein, the “risk of autism spectrum disorder increases with prenatal and
infant exposure to several common ambient pesticides that have been shown to affect
neurodevelopment in experimental studies.” Therefore, a pregnant woman being in the vicinity
of pesticides is a cause of the development of autism in the child.
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Ozone Pollution
Based on a meta-analysis from Harvard T.H. Chan School of Public Health, exposure to

fine particulate air pollution (PM2.5) increased the risk of autism spectrum disorder by 31%
during pregnancy, with the highest risk being found during the third trimester (Harvard T.H.
Chan School of Public Health). Likewise, in a study entitled “Early Life Exposure to Air
Pollution and Autism Spectrum Disorder: Findings from a Multisite Case-Control Study,” the
researchers determined that ozone exposure during a mother’s third trimester of pregnancy was
linked with the development of autism spectrum disorder in the child (McGuinn).

Maternal Infections
Additionally, there are many possible circumstances where the gestational environment

can cause issues in the development of the child. To start, the mother getting specific infections
during pregnancy can contribute to autism spectrum disorder in the baby. According to the study
“The Role of the Immune System in Autism Spectrum Disorder,” infections, including rubella or
influenza virus, “can create an inflammatory immune environment and spur the production of
maternal cytokines.” According to Atladóttir, “maternal influenza infection was associated with a
twofold increased risk of infantile autism.” In addition, many other studies show the link
between influenza and autism spectrum disorder. Not only is the placenta likely affected, but also
the infection “may cross the placenta and enter the fetal compartment to have lasting effects on
the development of the fetus.” Ultimately, rubella leads to infants with congenital defects. If the
mother gets rubella, it is very likely that the child will develop congenital rubella syndrome
(CRS). Consequently, multiple studies, including one done by Chess S entitled “Autism in
children with congenital rubella,” have shown that rubella is linked to autism spectrum disorder.
In addition to rubella and influenza, a study done by Deykin and MacMahon titled “Viral
Exposure and Autism” proposes that measles and mumps are linked to autism.

Moreover, bacterial infections in the mother are also connected to the development of
autism spectrum disorder in the child. According to the study “Maternal Infection during
Pregnancy and Autism Spectrum Disorders,” “maternal bacterial infections during pregnancy,
during the second trimester and the third trimester were associated with moderately increased
ASD risk.” The same study emphasizes that although there is a link between bacterial infections
and autism spectrum disorder, there is no association between any maternal infection during
pregnancy and ASD (Zerbo). In short, the maternal response to certain infections can lead to
autism spectrum disorder in the child. Therefore, when there is an infection in the gestational
environment, we should examine how the mother reacts to it.

Maternal Immune Activation
Furthermore, the development of the child can also be impacted by maternal immune

activation, most commonly caused by maternal viral infection (Massrali). According to Meltzer
and Van de Water, “a generalized inflammatory response or loss of immune regulation” in the
mother can contribute to a child having autism spectrum disorder. Maternal immune activation is
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triggered by the activation of inflammatory pathways, which increases “levels of cytokines and
chemokines that cross the placental and blood-brain barriers altering fetal neural development”
(Massrali). Additionally, as stated by Massrali, several studies “have confirmed the link between
maternal infections, the role of abnormal levels of cytokines, and the possibility of
developmental anomalies in the offspring.” Additionally, a design involving pregnant rodents
experiencing direct infection, specifically influenza, or the dsRNA mini poly shows substantial
alterations in behavior and neurodevelopment in the progeny (Meltzer and Van de Water). Thus,
activation of the maternal immune system during fetal development can certainly impact the
development of the child and cause autism spectrum disorder. Huh, an associate professor of
immunology at Harvard Medical School, explained how the link between a neurodevelopmental
disorder, like autism spectrum disorder, and a dysregulated immune system is likely because the
individuals “were exposed to this increase in inflammation during pregnancy” as stated by a
study done by Harvard Stem Cell Institute titled Gut-Brain Connection in Autism.

Maternal Autoantibodies
There have been several studies that examined and proved a link between autoantibodies

in pregnant mothers and autism spectrum disorder. One particular study led by Zimmerman
analyzed samples from eleven mothers with autistic children between the ages of two and
eighteen. Subsequently, the researchers found serum reactivity to those proteins in the mothers
who had autistic children and found no serum reactivity to those proteins in the mothers who
acted as controls. However, considering the fact that this study had an extremely small sample
size, its result is not enough to draw accurate conclusions. As a result, researchers executed a
study with sixty-one mothers of autistic children and one hundred and two mothers who acted as
a control group. In the end, they discovered that 37 and 73 kDa bands were present in 12% of
samples from mothers who have children on the spectrum. On the other hand, they found that
none of the mothers who served as the controls showed both bands. Therefore, the study
determined that the two bands were undoubtedly more common among mothers who had
children with autism. Despite the adequate number of participants, this study is also not
sufficient alone to draw a valid conclusion (Meltzer and Van de Water).

In addition, a further study with a larger sample size aimed to offer additional support for
the hypothesis that there is a connection between autism spectrum disorder and maternal
autoantibodies. In short, the researchers identified a link between ASD behavior in the child and
anti-fetal brain antibodies in the mother. They found that brain reactivity to the 37 and 73 kDa
bands “correlated with lower expressive language,” and this result was later determined by other
studies as well (Meltzer and Van de Water).

Furthermore, research has been done by Braunschweig to establish a connection between
maternal autoantibodies and autism. In the study, an RFB homogenate was divided into exactly
one hundred ten fractions by molecular mass. The target regions of the proteins were 30-40 kDa,
39-50 kDa, and 60-85 kDa, and they meticulously examined the fractions that contained these on
separate pairs of two-dimensional gels. The researchers then took one of the two-dimensional
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gels from each pair, relocated them to nitrocellulose, and lastly probed them with “diluted
maternal plasma from a mother of a child with ASD who displayed reactivity to the bands in the
region of interest” (Braunschweig). Subsequently, the observed spots on the two-dimensional
western blots went through mass spectrometric analysis to identify developmentally regulated
proteins in the fetal brain. From each spot, the protein with the highest confidence was further
verified by western blot analysis. As stated by Braunschweig, “maternal IgG reactivity to LDH
(37 kDa band), YBX1 (39 kDa band), STIP1 (upper 73 kDa band) and CRMP1 (lower 70 kDa
band) or cypin, (a 44-kDa protein not noted in our initial studies) was observed in more than
75% of mothers of children with ASD.” Overall, this study certainly advanced the ongoing
research on the correlation between maternal autoantibodies and autism spectrum disorder
(Braunschweig).

Additionally, a study done by Dudova explains how a potential factor that may contribute
to the development of ASD is the “presence of maternal autoantibodies targeting fetal brain
proteins.” In the study, a considerable number of mothers who have children on the spectrum
have maternal autoantibodies that destroy crucial fetal brain proteins that regulate normal brain
development. Particularly, the targeting of collapsin response mediator proteins (CRMP1 and
CRMP2), which regulate “neuron polarization, growth, guidance, and synapse refinement during
the embryonic and early postnatal development of the nervous system,” could lead to “defects in
axon growth/guidance, cortical migration, or dendritic projection” by changing CRMP levels or
allocation in the nervous system (Dudova).

Maternal Diabetes & Preeclampsia
Several studies have linked diabetes and types of hypertension, including preeclampsia,

in the mother with the development of autism spectrum disorder in the child. To start, according
to the Centers for Disease Control and Prevention, gestational diabetes affects two to ten percent
of pregnancies in the United States every year. Considering this substantial report of diabetes
during pregnancy, several studies have been conducted to determine a relationship between
gestational diabetes in the mother and autism spectrum disorder in the child. At Kaiser
Permanente Southern California, researchers investigated the records of approximately 322,000
mothers to discover why about three thousand four hundred of their children were autistic. They
made sure to account for the other possible contributing factors to the diagnosis of autism
spectrum disorder in the children since they were specifically exploring the effect of diabetes on
the risk of developing ASD. Gestational diabetes typically develops during a woman’s 24th and
28th week of pregnancy. They observed that mothers who had gestational diabetes within
twenty-six weeks of becoming pregnant were roughly 42% more likely to have a child with
autism than women without gestational diabetes. In essence, based on this study, gestational
diabetes increases the risk of having a child who is on the spectrum by about 0.5%. Additionally,
the Boston Birth Cohort Study tested 2,734 children, including 102 who have autism spectrum
disorder, from a minority population in Boston, Massachusetts. They ultimately determined that
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mothers who were obese and had diabetes before pregnancy were approximately three to four
times more likely to have a child who is on the spectrum (Sarris).

Furthermore, a high blood pressure or hypertension disorder that can happen during
pregnancy is preeclampsia. As stated by Ellis, “preeclampsia typically occurs during middle to
late pregnancy and up to 6 weeks after delivery, though it can sometimes appear earlier than 20
weeks.” In a study from the University of California, Davis’ MIND Institute published in JAMA
Pediatrics, the researchers discovered that children on the spectrum were more than twice as
likely to be born to mothers who had preeclampsia. Ultimately, this discovery proposes a
connection between autism spectrum disorder and maternal preeclampsia during pregnancy
(Ellis). Additionally, based on a meta-analysis of ten studies conducted in the USA, Canada,
Australia, Denmark, Finland, and Sweden, the risk of autism spectrum disorder was 32% higher
in children “who had intrauterine exposure to pre-eclampsia compared with those not exposed”
(Dachew). However, another study reports that there is a 50% higher risk of ASD in children
whose mothers had preeclampsia after examining sixty-one reports on the connection between
types of high blood pressure and developmental conditions (Zeliadt). In essence, these two
studies with different sample sizes had results that varied to a small degree. However, they still
proved the same thing: an association between autism spectrum disorder and maternal
preeclampsia.

Circumstances During Childbirth
Forceps

At times, during the second stage of delivery, the mother is not able to push the baby out
of the birth canal and is in need of extra assistance. Consequently, in conjunction with
contractions, doctors will use forceps, metal instruments used in order to aid in the process of
delivering the baby. One important thing to note is that doctors only use forceps if the hospital
can perform a cesarean section (Raynes & Lawn).

Furthermore, some severe risks come with the use of forceps for both the mother and the
baby. Specifically, due to the pressure on the baby’s head from the forceps, the baby has an
increased risk of having skull fractures, minor external eye trauma, seizures, minor facial
injuries, nerve injuries, facial palsy, and bleeding within the skull. Often, nerve damage resolves
itself and facial muscles will go back to normal, but there is still a risk that the baby develops
“more severe issues, such as cerebral palsy” (Raynes & Lawn). Cerebral palsy from the use of
forceps is not only common but it is also extremely severe, affecting “the movement, balance,
and muscle tone of the baby.” A baby can develop cerebral palsy from an injury to the brain
during or after birth; in roughly ten percent of cases, brain damage to the baby is due to the use
of forceps (Raynes & Lawn). As stated by The Villari Firm, “the Autism and Developmental
Disabilities Monitoring (ADDM) Network found that children with cerebral palsy may be up to 7
times more likely to have co-occurring ASD.” Therefore, there is an indirect association between
the use of forceps and autism spectrum disorder in the child.
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Maternal Hemorrhage
Moreover, antepartum hemorrhage is when there is bleeding from the genital tract during

the second half of pregnancy (Giordano). Similarly, postpartum hemorrhage is when there is
bleeding from the genital tract after labor. There are a lot of different perspectives about whether
maternal hemorrhage causes ASD. One study states that maternal antepartum hemorrhage during
the third trimester decreased the risk of autism spectrum disorder, suggesting that it does not
cause ASD (Grivas). Likewise, in the Neonatal Brain Hemorrhage Study, researchers examined
the brains of over one thousand newborns weighing between 1.1 pounds and 4.4 pounds using
cranial ultrasounds and determined that hemorrhages don’t increase the risk of ASD. On the
other hand, according to a study titled “Prenatal, Perinatal, and Postnatal Factors Associated with
Autism,” the researchers determined that both antepartum hemorrhage and postpartum
hemorrhage were contributing factors to autism spectrum disorder (Wang). Therefore, there is
still a lot of research that needs to be done about this possible association between ASD and
hemorrhage, but for now, we can’t make any conclusions.

Child Development After Birth: Incorrect Brain Development
As stated by First Things First, “From birth to age 5, a child’s brain develops more than

at any other time in life.” Therefore, after birth, poor development of the child, specifically the
child’s brain, can increase the risk of autism. For instance, if the “frontal cortex of the baby’s
brain overgrows” momentarily after being birthed, there is a chance that the child can develop
ASD (Miller).” Similarly, in a study called “Early Brain Overgrowth in Autism Associated with
an Increase in Cortical Surface Area Before Age 2,” the researchers observed enlargement of the
cerebral cortex surface area in children who are on the spectrum (Hazlett). According to Zarbalis,
about 20% of children on the spectrum “have early brain overgrowth,” which highlights that
incorrect brain development is quite common in children with ASD.

Discussion
In summary, one thing that can be certain is that specific instances during pregnancy and

after birth can alter the development of the child and potentially cause autism spectrum disorder.
Research has been done that has indicated the following to be associated with ASD: pesticides,
ozone pollution, maternal infections, maternal immune activation, maternal autoantibodies,
maternal diabetes, maternal preeclampsia, the use of forceps, maternal hemorrhage, and incorrect
brain development.

However, there is a lot of research that still needs to be done in order to draw valid
conclusions for some of these connections. Particularly, there is controversy about whether
maternal hemorrhage causes autism spectrum disorder in the child, and there is a demand for
more research on that association. Additionally, we can conclude that there is a link between
maternal autoantibodies and ASD because of the results of several clinical studies and animal
models. However, the exact mechanism of how maternal autoantibodies caused the development
of ASD is unclear so there is additional research that needs to be done to determine this process.
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Furthermore, further research is necessary to determine the effects of both maternal preeclampsia
and gestational diabetes on the child to confirm the results previous studies have found which is
that they are associated with the development of autism spectrum disorder. In the same way,
studies have suggested an association between the use of forceps and cerebral palsy and other
studies have determined a link between cerebral palsy and ASD, but there is not enough evidence
yet to confirm that the use of forceps is a direct cause of autism spectrum disorder in the child.

Furthermore, despite the fact that there are different perspectives on whether pesticides
are the only way to manage pests and disease carriers, there is a multitude of evidence suggesting
that exposure to pesticides is harmful to human health and can potentially cause autism spectrum
disorder in a child if their mother was regularly exposed to it during pregnancy. Additionally,
there is a sufficient amount of evidence to support the association between maternal exposure to
ozone pollution during pregnancy and the development of autism spectrum disorder in the child
but there is still more research that can be done to further confirm this link. Furthermore, there
are several replicable and transparent studies that suggest a connection between maternal
infections and ASD in the child, but as expected, there are also a few unclear studies that state
there isn’t an association between maternal infections and autism spectrum disorder. In addition,
there is a considerable amount of studies done on the relationship between maternal immune
activation and ASD and the relationship between maternal autoantibodies and ASD, which
suggests that there are strong associations between those variables and autism spectrum disorder.

Conclusion
Overall, the mother’s exposure during pregnancy can certainly cause changes in the

development of the child. Studies have shown that maternal exposure to pesticides, as well as
ozone pollution, is linked with autism spectrum disorder. In addition, during pregnancy, the
gestational environment is very vulnerable to infections which could possibly lead to the child
being diagnosed with ASD. Not to mention, maternal immune activation, commonly caused by
infections, has strong evidence supporting its association with autism. Additionally, there have
been several studies done on the link between maternal autoantibodies and ASD, one
determining a possible solution to maternal autoantibody-related autism spectrum disorder: the
elimination of specific pathological maternal autoantibodies. Moreover, an adequate amount of
investigations have shown that maternal preeclampsia, gestational diabetes, and maternal
hemorrhage are associated with ASD, but further research is essential in order to deduce their
links. Similarly, the use of forceps and autism spectrum disorder are indirectly related,
suggesting that there is more necessary research that must be done in order to affirm this
connection. Lastly, the short period after birth is a crucial time when specific instances can occur
that alter the development of the baby. One of which is early brain overgrowth, which studies
have proven to be linked with ASD. In conclusion, the stretch during pregnancy leading up to the
birth, during the birth, and after the birth are vital stages where certain circumstances can alter
the development of the child. Therefore, we must be conscious of the various factors during
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pregnancy that are linked with autism spectrum disorder so that we can do everything we can to
avoid the child being diagnosed with that life-long disorder.
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Colonialism's Lasting Legacy in Trinidad and Senegal By Vivaan Alleyne

Abstract
Colonialism has been a turning point in the histories of many nations, fundamentally

altering their trajectories and leaving permanent marks on their societies. This paper delves into
the colonial experiences of Trinidad and Senegal, exploring their pre-colonial eras, colonial
experiences, and the enduring legacies of these periods including how the imposition of foreign
rule has shaped their cultural, social, and economic landscapes. By exploring the pre-colonial
heritage, the tumultuous periods of colonization, and the subsequent struggles for independence,
this paper uncovers colonialism's profound and lasting effects on these two nations. Though
often concealed beneath the surface of modern developments, the legacies of colonial rule
continue to influence Trinidad and Senegal today in various ways, from their political institutions
to their cultural identities. Trinidad and Senegal were chosen to illustrate how colonization,
despite occurring in different geographical and historical contexts and under different colonial
powers, creates enduring impacts on societies. Their colonial histories reveal parallel strategies
of control, including the imposition of foreign education systems, labor exploitation, and racial
hierarchies, resulting in enduring social and economic challenges. In addition to reviewing
historical papers, articles, and research, this paper examines two case studies: Ousmane
Sembène’s films on post-colonial Senegal and Frances-Anne Solomon's portrayal of Ulric
Cross's journey from Trinidad to Africa. These case studies reveal the complex relationship
between colonial history and modern-day nation-building. This paper concludes that the colonial
legacies in Trinidad and Senegal continue to shape their contemporary societies, presenting
ongoing challenges and influencing their paths toward sustainable development and self-identity.

Historical Overview
Initially settled by the Archaic people, Trinidad saw a succession of indigenous tribes

before Spanish colonization. The Saladoid, Barrancoid, Arauquinoid, Guayabitoid, and finally,
the Mayoid cultures, each introduced new cultural elements over the centuries, contributing to a
dynamic and multicultural prehistory (Kerrigan 19). These tribes, speaking Arawakan, Cariban,
and Waraoan languages, had a rich heritage with artifacts lasting until 1800 (Reid 36-37;
Kerrigan 26). They organized themselves into semi-independent, egalitarian communities,
indicating a lack of rigid hierarchies within both family and community structures, often forming
alliances that transcended tribal lines, thus facilitating a fluid exchange of cultural practices and
beliefs (Kelogg 34; Kerrigan 24). Education was informal, embedded in daily life, and
intertwined with cultural norms, where knowledge and skills were passed down through
generations via storytelling and participation in community activities (Kerrigan 25). Religion
was deeply influenced by South American cosmology, characterized by a polytheistic and
animistic belief system. This system encompassed a rich pantheon of nature-related spirits and
emphasized the cyclical nature of life and death, reflecting a spiritual tradition that connected the
people closely with their environment and ancestral spirits (Reid 38). Economically, tribes relied
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on agriculture, hunting, and trade, with diets and skills adapted to their environment (Kerrigan
22). The Saladoids were particularly known for their pottery and farming techniques, indicative
of the tribes’ diverse skills and ecological adjustments (23). In pre-colonial Trinidad, trade was a
vital aspect of life, facilitated by the indigenous peoples' adeptness in canoe-building and
navigation, which enabled extensive interactions across the Caribbean and with the South
American mainland. These interactions led to the exchange of goods such as pottery, agricultural
products, and raw materials, alongside cultural ideas and practices. This robust network not only
supported local economies but also contributed to the rich tapestry of cultural and ethnic
diversity in the region, creating a pre-colonial society marked by intense cultural contact and
exchange, far from the isolated or homogeneous communities often portrayed in traditional
narratives (Kerrigan 21).

Senegal's pre-colonial era is marked by migrations and the rise of diverse cultures and
kingdoms, such as the Wolof, Fulani, and Tukulor peoples. These groups were significantly
influenced by the powerful Ghana, Mali, and Songhai empires, which facilitated the
development of complex social structures and the establishment of significant kingdoms in the
region. Arab-Berber traders first introduced Islam between the 8th and 9th centuries, profoundly
shaping the region's cultural and political landscape. The Almoravids furthered this influence in
the 11th century by promoting Islam, leading to the formation of Islamic states and brotherhoods
that played a pivotal role in the region’s history, leaving a lasting cultural and religious impact
(Norris 1). The Stone Circles of Senegambia, which date from the 3rd century BC to the 16th
century AD, stand as significant archeological and cultural markers. These megalithic sites are
recognized by UNESCO as World Heritage Sites and underscore the region's early sophisticated
religious rites and social systems. These circles were likely used in rituals related to communal
well-being and the cyclical nature of life, indicating a deeply spiritual community. Political
systems in pre-colonial Senegal were predominantly monarchical. Kings and local leaders,
known as "Mansa" in some ethnic groups, were central figures in ensuring justice, defense, and
diplomacy. They played crucial roles in managing their kingdoms' affairs, often advised by
councils of elders or seasoned warriors, depending on the region and period (Foltz 145).
Economically, Senegal was vibrant and diverse. The economy included agriculture, pastoralism,
fishing, mining, and crafts, which were integral to daily survival and prosperity. Notably, Senegal
was part of extensive regional and trans-Saharan trade networks. Trade in gold, salt, ivory, and
enslaved individuals not only connected it to markets in North Africa, the Mediterranean, and
across the Atlantic but also facilitated the further spread of Islam and the growth of urban
centers, transforming Senegal into a bustling hub of cultural exchange and economic activity
(Maiga 20). Society in Senegal was stratified, reflecting the complex interaction between various
influences across the region. The social hierarchy included nobles, free citizens, artisans, and
enslaved people. Gender roles were clearly defined, with men typically engaged in farming and
herding while women managed domestic tasks and child-rearing. This division of labor ensured
the efficient functioning of households and supported the larger social order. Women in many
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communities also played a crucial role in the informal economy, engaged in trade, food
processing, and pottery, contributing significantly to the local markets (Dunbar 137).

The rich and dynamic pre-colonial histories of Trinidad and Senegal set the stage for
understanding the profound impacts of their colonial encounters. Both regions, with their
complex social hierarchies, vibrant economies, and rich cultural tapestries, experienced
significant disruptions and transformations under colonial rule. The imposition of foreign powers
not only altered their existing structures but also left indelible marks that continue to influence
their modern identities and socio-economic landscapes.
The Turning Point: Trinidad's and Senegal's Journey Through Colonialism

A "turning point" is a moment in history where events take a significant and irreversible
turn, altering the course of a nation's future. In the case of Trinidad and Senegal, their colonial
experiences were turning points that fundamentally changed their societies. These experiences
marked the beginning of a new era, one that saw foreign powers impose their will on the
indigenous people, leading to lasting effects that continue to shape these nations today.
Trinidad: Echoes of Colonial Past

Trinidad was discovered by Christopher Columbus in 1498, leading to Spanish
colonization (Watts et al.) The indigenous population, primarily comprising the Arawak and
Carib tribes, suffered greatly from European diseases such as smallpox and influenza, to which
they had no immunity. The introduction of these diseases led to a catastrophic decline in the
indigenous population, decimating entire communities. In addition to the ravages of disease, the
encomienda system imposed by the Spanish further exacerbated the plight of the indigenous
people. This formal system allocated indigenous people to Spanish settlers, known as
encomenderos, who were supposed to care for and Christianize them in exchange for their labor.
However, in practice, it often resulted in severe exploitation and harsh labor conditions.
Indigenous people were forced to work in agriculture and mining under brutal conditions,
leading to significant mortality rates and further population decline.

By the late 18th century, Trinidad's strategic location and fertile land attracted British
interest. In 1797, the British, led by Sir Ralph Abercromby, captured Trinidad from the Spanish.
This transition marked the beginning of profound changes on the island. Under British rule,
Trinidad transformed into a plantation economy centered primarily on sugar and, later, cacao
production. The British implemented extensive changes to maximize the island's profitability. To
support the burgeoning plantation economy, the British imported a significant number of
enslaved Africans. This demographic shift not only altered the island's population composition
but also entrenched a rigid racial hierarchy. Following the abolition of slavery in 1834, the
British introduced indentured labor from primarily India and China to address labor shortages on
the plantations. This influx of Indian laborers added another layer to the island's complex social
fabric, creating a diverse yet stratified society. The British also imposed an education system that
enforced English as the medium of instruction. This system aimed to produce a class of
Trinidadian elites aligned with British interests and an intermediary class to aid colonial
governance (Deonanan 472). The adoption of English as the official language became essential
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for legal and administrative participation, serving as a marker of higher social status. This
incentivized its adoption while simultaneously eroding local cultural practices and languages
(473). The plantation economy entrenched exploitation and reinforced racial hierarchy, with
Europeans at the top and African and Indian laborers at the bottom (Perry 36). This hierarchy
was part of the colonial "divide and rule" policy, designed to sow division among different ethnic
groups and inhibit unified resistance against colonial rule. These British policies reshaped
Trinidad’s society, embedding a legacy of cultural assimilation, economic exploitation, and racial
stratification. The impacts of these policies persisted long after the end of colonial rule,
influencing the island’s post-independence social and economic structures (Xypolia 8).

Senegal: Shadows of Empire
The French established a foothold in Senegal through strategic islands like Gorée,

following the Portuguese, Dutch, and English. These islands were vital for controlling trade
routes and integral to the Atlantic trade, including the infamous slave trade (“Island of Gorée”)
(Røge, 2022). Gorée Island, with its House of Slaves, stands as a stark symbol of this dark era.
Enslaved Africans were forcibly brought to Gorée, enduring harsh conditions before being
shipped to the New World (Barnett). Although off the mainland, the islands' activities profoundly
impacted Senegal, causing population loss, social upheaval, and a shift in status favoring
Europeans. These early outposts set the stage for Senegal’s eventual full-scale colonization in the
19th century.

The French targeted Senegal’s islands for their strategic benefits. At the same time,
mainland expansion was driven by economic interests post-slavery, competition during Africa’s
Partition, and national pride since acquiring colonies was perceived as a symbol of a country's
status as a great power (Phimister). Senegalese were employed in low-wage jobs with poor
working conditions, while Europeans and the African elite occupied higher-status positions.
Similarly to English education in Trinidad, French education in Senegal aimed to cultivate a
French-aligned elite, also known as the “évolués,” undermining local cultures and promoting
French superiority. Language and education thus served as effective tools for assimilation and
control. The “civilizing mission” narrative justified colonialism, establishing a racial hierarchy
with French and assimilated Africans at the top.
Examining Colonial Legacies in Trinidad and Senegal

Film is a powerful medium for studying history because it depicts the daily lives and
emotions of people in a realistic manner that historical texts and papers often cannot. By
capturing the nuanced experiences, struggles, and aspirations of individuals, films provide a
vivid and immersive understanding of historical events and their impacts on society. Through
visual storytelling, films can convey the complexities of colonialism and its lingering effects on
culture, identity, and social dynamics. This examination reveals layers of human experience and
emotional depth that complement and enrich traditional historical research, offering unique
insights into the lived realities of those affected by colonialism. By analyzing films, we can
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better understand the enduring impact of colonial rule on contemporary societies, as well as the
ways in which individuals and communities navigate and resist these legacies.

Ousmane Sembène, the 'father of African cinema,' effectively used film to portray the
profound impacts of French colonialism in Senegal. As he stated, 'I was driven to film as a more
effective tool for my activism,' understanding that film could reach and resonate with a broad
audience (criterioncollection). His films La Noire de… (1966) and Faat Kiné (2000) are prime
examples of this approach. La Noire de... marked a milestone as the first film made by a
sub-Saharan African director, vividly illustrating Sembène's activist intentions. The film narrates
Diouana's journey from Dakar to Antibes, where she anticipates a new life working for a French
couple, only to encounter harsh realities. Her dreams of financial independence are shattered by
the reality of servitude and confinement, a narrative that reveals the lingering effects of
colonialism in post-colonial Senegal. This theme is immediately established in the opening
scene, where Diouana, dressed in white, faces the scrutiny of an all-white, black-clad crowd,
setting the tone for the power imbalances explored throughout the film..

Sembène’s use of flashbacks in La Noire de… contrasts Diouana's initial optimism with
her grim experiences, underscoring the persistent impact of colonialism. The film revisits her life
in Senegal, where racial differences mirror social and economic disparities, showing the
continued French influence. Diouana’s job hunt in affluent white neighborhoods and the stark
contrast with her impoverished home life illustrate the racial wealth gap. Her selection by a
French employer, who coldly evaluates the Black women lined up for work, echoes slavery's
objectification. Diouana's submissive int/;lOeractions and deferential "yes, madame" responses
to her employer reveal her ingrained reverence for, and fear of, white authority, highlighting the
dependency and legacy of racism in post-colonial Senegal (Sembène 17:37).

Diouana’s idealized view of Europe as an Eldorado full of opportunity is evident before
her departure to France. She dreams of a life in Europe that seems impossible in Senegal,
excitedly repeating, "to France, to France," in anticipation of experiencing European culture. A
poignant scene shows Diouana and her boyfriend in Senegal, leafing through a French magazine
that depicts a glamorous, sophisticated France, starkly contrasting with Senegalese reality and
devoid of black faces. Despite Senegal's independence, this idealization reveals the enduring
influence of French cultural dominance. However, Diouana's expectations are dashed upon her
arrival to France as she finds herself restricted to her employers' home, unable to explore the life
she envisioned.

Diouana’s forced assimilation into French domestic life begins when Madame insists she
wears a maid's uniform instead of her stylish attire, symbolizing the loss of her autonomy and the
onset of her servitude. This control over Diouana's appearance indicates the lingering colonial
mindset. As the film unfolds, Diouana is paraded before her employers’ guests, her African
identity exploited as an exotic novelty. The guests’ praise of her cooking, attributed to her
African heritage, and an awkward embrace from a white guest who boasts of never having
"embraced a negro," underscore the racism and objectification she endures. The guests’ cultural
insensitivity and the employers’ display of an African mask Diouana gifted them back when they

108



were in Senegal as a decorative item further reveal their superficial appreciation of African
culture. Diouana's struggle to reclaim the mask later on symbolizes her fight for
self-determination. Throughout her time in France, she remains confined to the household, her
dreams of a broader European life unfulfilled, as she becomes a captive to her employers’
demands, living in a state of perpetual anxiety.

Sembène's adept use of camera techniques captures Diouana's emotional state and the
chasm between her and her employers without relying on dialogue. Close-ups of Diouana's face
poignantly express her isolation and disillusionment in France. The visual juxtaposition of
Madame and her husband's leisure in the foreground against Diouana's relegated position in the
background underscores her alienation. The physical and emotional distance between Diouana
and her employers in the film symbolizes the historical oppression of Senegal and the persistence
of colonial superiority within personal spaces.

In France, Diouana's ordeal mirrors a modern form of enslavement, underscoring the
persistent legacy of colonialism. Her employers' demeaning treatment reflects deep-seated
colonial attitudes that view Africans as inferior, a continuation of the historical exploitation of
Senegalese people. Diouana's expected servitude is reminiscent of past exploitation of African
labor, revealing how colonial legacies continue to shape racial and economic dynamics,
marginalizing African individuals in contemporary society.

In Faat Kiné, Sembène explores the life of a single mother and entrepreneur in late
20th-century Dakar. Kiné exemplifies resilience and independence as she manages a gas station,
raises her children, and confronts societal norms in post-colonial Senegal. Though set three
decades after La Noire de…, the film still reveals the profound influence of colonialism on
African society. In Faat Kiné, the enduring influence of French culture in Senegal is highlighted
during an episode at Kiné's gas station. A Europeanized black customer condescendingly
remarks, "What a black way you have of doing business," when Kiné makes her wait. The
customer's sense of superiority, derived from her European assimilation, is evident when she
attempts to pay with foreign currency and later the next day when her white husband's silent
presence is used to intimidate Kiné. Despite Kiné's firm stance, the incident highlights the
societal clout still held by white individuals.

The subtle influence of France in post-colonial Senegal is also captured in a scene where
Kiné’s maid watches French TV, illustrating France’s cultural hold. The dominance of French
media thirty-five years after independence underscores its lasting impact. Kiné's children, much
like Diouana, see limited prospects in Senegal, believing fulfillment and professional success lie
in the West. Despite academic excellence, their desire to study abroad stems from a colonial
legacy that has devalued local capabilities and exalted Western education. This sentiment
contributes to a brain drain, as the most talented pursue opportunities in societies they deem
more advanced, a testament to the deep-rooted effects of colonialism on self-perception and
aspirations.

While Sembène's films provide a vivid depiction of the colonial legacy in Senegal, the
exploration of colonial impacts is not limited to African contexts alone. The story of Ulric Cross,
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a Trinidadian who played a significant role in African independence movements, further
illustrates the global reach and enduring effects of colonialism. Frances-Anne Solomon's film,
Hero: The Extraordinary Life of Mr. Ulric Cross (2019), shifts the focus to the Caribbean,
showing how colonial education systems and military service influenced Cross's worldview and
his contributions to the decolonization process in Africa.

This biopic portrays Ulric Cross, a Trinidadian Royal Air Force hero and a key figure in
African independence. The film links his wartime service to his influence on Africa’s political
change. Shaped by British colonial education, Cross's perspectives were formed in a system
designed to instill European values. A telling scene at his prestigious school, where students
recite English islands in response to a teacher’s question, symbolizes the colonial aim to replace
local identity with European ideals. The professor asks the children, "What are the islands
around England?" and they dutifully respond, "Gugh Island, Walney Island, Isle of Wight." This
recitation emphasizes the colonial agenda to prioritize European geography over their own
Caribbean heritage, reflecting how deeply ingrained these teachings were. Such education
molded young Trinidadians, including Cross, to view the world through a European lens,
fundamentally altering their self-identity and sense of belonging. This highlights the broader
impact of colonial rule on shaping personal and political identities, demonstrating the lasting
effects of colonial education on its subjects.

An example of how deeply this education influenced Cross's self-perception is evident
during World War II, when he, serving England, confronts a military document questioning his
European descent. His reply to his friend Kofi, "I’m just as European as anybody else here,"
reveals the deep influence of colonial culture. This episode reflects the colonial goal of
assimilating colonized peoples into European mindsets, often erasing their cultural heritage.
Cross's claims to European identity, despite being Trinidadian, highlight the effectiveness of
colonialism in forging an elite that identified with colonial powers. This highlights the enduring
and complex impact of colonialism on individual and collective identities, where
European-imposed identities eclipse native ones.

Cross's claim to a European identity, while rejecting his Trinidadian roots, not only
underscores the success of colonial assimilation but also sets the stage for his profound
transformation. The stark contrast between his self-perception during World War II and his
subsequent experiences in Africa illustrates the evolution of his identity. As Cross transitions
from the battlefields of Europe to the heart of Africa, he confronts the entrenched colonial myths
that shaped his early beliefs. This journey to Africa, initially fueled by a desire to contribute to
independence movements, becomes a personal voyage of discovery and disillusionment. In
Ghana, he realizes the falsehoods he was taught, noting, “I think after everything I’ve ever heard
or learned about Africa, it’s all a lie,” and is surprised to find a world far different from the
stereotypes of Africans. This revelation exposes the gap between colonial propaganda and the
true nature of Africa, questioning the British narratives that aimed to elevate their culture and
belittle African heritage—colonial policies in Trinidad and beyond used education and labor
systems to control and redefine cultural identities. Africa's portrayal as "uncivilized" served to
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justify colonial rule by asserting European superiority. Cross's awakening in Ghana symbolizes a
pivotal challenge to the colonial narratives, a step towards decolonizing his own perceptions and
reassessing historical misconceptions.
Conclusion

The legacies of colonialism in Trinidad and Senegal are profound and multifaceted,
shaping contemporary cultural, social, and economic landscapes in ways that are both visible and
subtle. As this paper has illustrated, the enduring influence of colonial structures and ideologies
continues to pose significant challenges to these nations' paths toward sustainable development
and self-determination. The colonial past has not only left a mark on the institutional and
educational frameworks but also continues to influence identity politics and economic strategies
in both countries.

To address these enduring challenges, it is imperative for policy-makers and stakeholders
in both Trinidad and Senegal to engage in comprehensive and inclusive dialogue that considers
the historical contexts and their present-day implications. For Trinidad, revisiting educational
curricula to include more substantial content on local and regional histories could help foster a
greater sense of identity and reduce the lingering effects of cultural hegemony. Trinidad has been
proactive in its educational reforms to decolonize its school curricula. The Ministry of Education
has been working to include more comprehensive historical content that covers pre-colonial and
colonial histories, as well as the contributions of various ethnic groups to the nation’s
development. This approach aims to provide a more balanced and inclusive view of history,
equipping students with a better understanding of their diverse cultural heritage (London).
Additionally, in Trinidad, the government has initiated various cultural preservation projects that
aim to revitalize and celebrate the nation's diverse cultural heritage. For instance, the annual
Emancipation Day celebration and Indian Arrival Day serve not only as reminders of the past but
also as platforms for promoting African and Indian cultural heritage respectively (Noel;
Sookdeo). Moreover, the government supports programs like the Prime Minister's Best Village
Trophy Competition, which encourages communities to preserve and promote traditional arts,
crafts, dance, and music (Prime Minister’s Best). These initiatives are vital in counteracting the
cultural erosion caused by colonial dominance and fostering a sense of pride and identity among
citizens.

Similarly, in Senegal, promoting local languages and cultural practices in formal
education could empower local identities and enhance social cohesion. The government has
taken significant steps to promote local languages and cultures. One of the notable initiatives is
the introduction of national languages into the formal education system. Languages such as
Wolof, Pulaar, Serer, and Jola are being taught in schools, which helps in preserving these
languages and promoting cultural diversity (Mc Laughlin). This policy not only aids in cultural
retention but also enhances students' abilities to engage with their cultural heritage more deeply.
Economically, Senegal has been investing in sectors that leverage local resources and cultural
heritage, such as sustainable tourism and agriculture. Projects like the Senegal River Valley
Development and the "Return to Agriculture'' (Retour vers l’Agriculture) program aim to
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revitalize the agricultural sector by introducing modern techniques while promoting traditional
practices that are environmentally sustainable and culturally relevant (Rodembourg; Seck 6).

International collaboration and partnerships should be encouraged, not only within the
regions of the Caribbean and Africa but also globally, to support these nations in overcoming
colonial legacies. Such collaborations could include educational exchanges, cultural projects, and
economic initiatives that recognize and respect the sovereignty and unique cultural contexts of
each nation.

Through such strategic, culturally sensitive, and historically informed approaches,
Trinidad and Senegal can continue to work towards healing the wounds of their colonial pasts
while building paths to a more equitable and sustainable future. This requires not just national
efforts but also global recognition of the impacts of colonialism and a commitment to supporting
decolonization processes in various forms.
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Medicinal Chemistry: Past, Present, Future, and Impacts on ADHD Treatment - A Review
By Lisa Jin

Abstract
Medicinal chemistry is very involved in the development of drugs to treat attention

deficit hyperactivity disorder (ADHD). ADHD is one of the most common neurological
disorders in children, affecting millions of children in the United States, with symptoms like lack
of focus, disorganization, and forgetfulness. Using papers obtained from Google Scholar and
databases like Gale Academic OneFile, this literature review provides a general overview of the
history and current state of medicinal chemistry. It covers four major stages of medicinal
chemistry today—target identification, target validation, lead identification, and lead
optimization—and their respective technologies, as well as their applications in the treatment of
ADHD. Lastly, this paper describes the impact of medicinal chemistry on health and explores
potential future developments.

Keywords: Medicinal chemistry, ADHD, drug development

Introduction
Developments in medical technology can lead to a future of advanced healthcare with

more efficient treatments of a wide range of illnesses, as well as personalized medicine, where
each pill is tailored to a patient’s individual needs and personalized to their specific genes and
lifestyle. Such personalization would greatly improve medical treatment by improving diagnostic
accuracy, increasing treatment success, reducing healthcare costs, and promoting further research
in the field (Stefanicka-Wojtas & Kurpas, 2023). Medicinal chemistry is the field that will realize
this. Medicinal chemistry is a field dedicated to creating biological molecules to treat unmet
medical needs, involving the manipulation of molecules to create or improve drugs. Medicinal
chemists can isolate medicinal substances in nature or create new man made drug compounds
(American Chemical Society, 2024). Their work in designing new compounds, optimizing their
properties for efficacy and safety, and ensuring the proper interactions with biological targets, is
fundamental in the development of drugs used in medical treatment. Currently, medicinal
chemistry impacts over 131 million people in the United States using prescription drugs, which
is more than 66 percent of all adults in the nation (Health Policy Institute, 2019).

Medicinal chemistry is also used in the treatment of attention deficit hyperactivity
disorder (ADHD). Symptoms include inattentiveness, hyperactivity, and impulsivity, which
usually present as a lack of focus, disorganization, and forgetfulness (Magnus, 2023). Sixty-two
percent of children diagnosed with ADHD take medication for treatment (CDC, 2022), and at
least 75% of people diagnosed with ADHD use pharmacotherapy.

History
Chemical treatment of illness has existed for millennia. The Sumerians began using

opium in 2100 BCE, and the ancient Chinese treated fevers with the Ma Huang (ephedra) herb in
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3000 BCE (Holbrook & Garneau-Tsodikova, 2017). During the Renaissance, Paracelsus helped
push chemistry and medicine further, and because of his discoveries and influence he is often
called the 'Luther of Medicine'. Following his advice, alchemists began observing the chemical
essence of medicines, leading to the use of inorganic components (like antimony) in medicine, as
well as the development of an early idea of active ingredients (Sayre, 1918). Chemistry is clearly
involved in medicine today, but this was not always the case. Historical bans on chemistry
prohibited the use of chemical treatments in medicine, as in Renaissance France. It was not until
King Louis XIV’s chronic digestive problems were cured with an antimony purge that this ban
was lifted (Holbrook & Garneau-Tsodikova, 2017).

Chemistry continued to advance throughout the eighteenth and nineteenth centuries. By
1870, many of chemistry’s foundational theorems had been developed (Drews, 2000). A periodic
table of elements had been tabulated, Avogadro’s atomic hypothesis had been proven effective,
and a theory of acids and bases had been developed. At the same time, pharmacology had
become a well-defined scientific discipline. The combination of the two fields led to the creation
of drug research.

When research on coal-tar derivatives, especially dyes, revealed biological tissues’
selective affinity of dyes, Paul Ehrlich theorized about chemoreceptors (Drews, 2000). He
proposed that the chemoreceptors on cancer cells, microorganisms, and parasites should be
different from those on host tissue, and that these differences could be used in therapeutics. This
was the creation of chemotherapy, a type of drug therapy, which later led to unparalleled
achievements in medicine.

Analytical chemistry, a field involving the use of instruments to separate, process, and
quantify the composition and structure of matter, and its use in isolating and purifying the active
ingredients of medicinal plants, also contributed to medicine in the 19th and 20th centuries
(Drews, 2000). Morphine was isolated from opium extract in 1815 and Papaverine was isolated
in 1848. Alexander Fleming discovered penicillin in 1929. Further study on penicillin in 1938
demonstrated its efficacy and lack of toxicity, making it a very useful drug to fight against
bacterial infections. Many other antibiotic substances-- compounds that target bacteria-- were
discovered between 1939 and 1988. As new active ingredients became available, new institutions
developed for interdisciplinary drug research and development, thus leading to the formation of a
new industry.

The term “medicinal chemistry” was not officially defined until the end of World War II
(Holbrook & Garneau-Tsodikova, 2017). Thereafter, advancements in pharmacology enabled
scientists to quantitatively describe molecular biological activity via assay techniques such as
IC50, the Half-maximal inhibitory concentration, which measures drug efficacy by quantifying
the amount of drug needed to reduce a biological process by half (Senem Aykul &
Martinez-Hackert, 2016). This quantitative leap allowed for the iterative process of manipulating
small molecules and observing the resulting changes in biological activity. Such a process set the
foundations for rational drug design, and evolved into the modern concept of structure-activity
relationship studies.
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Present
Currently, there are many techniques for the four major processes of medicinal chemistry

that this paper will focus on: target identification, target validation, lead identification, and lead
optimization. This paper will also cover each step’s involvement in developing treatments for
ADHD. Currently, methylphenidate and amphetamine are the most commonly used stimulant
medications (Connolly et al., 2015). However, both medications can have adverse side effects.
Methylphenidate can cause insomnia, anorexia, abdominal and head pain, nausea, and irritability
(Khajehpiri et al., 2014). In a study performed on 71 children diagnosed with ADHD taking
methylphenidate medication, all the children developed at least one adverse reaction, with almost
75% developing anorexia, over half (57%) developing increased irritability, and nearly half
(47.2%) developing insomnia. Methylphenidate’s Schedule II status marks it as having “a high
potential for abuse … and may lead to severe psychological and physical dependence.” (Morton
& Stockton, 2000). When abused, methylphenidate has similar effects as cocaine, and prolonged
use may result in delirium, paranoia, and hallucinations.

Amphetamine use in early childhood is associated with delayed growth (Berman et al.,
2008), significant increases in blood pressure and heart rate (Nanda et al., 2023), headaches,
confusion, dizziness, and agitation (Baig, 2018). Another common treatment is
methamphetamine, and like methylphenidate, both amphetamine and methamphetamine are
highly addictive stimulants. Tolerance and tachyphylaxis to amphetamine and methamphetamine
occur quickly, causing patients to increase the amounts or frequency of their doses to continue
chasing a high, which generally leads to severe addiction. Methamphetamine addiction causes
increased heart rate, severe mood changes, loss of appetite, deterioration of gums and teeth, as
well as neurological symptoms similar to those of acute schizophrenia. Such risks associated
with typical ADHD medication necessitate the need for alternative ADHD treatments.
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Target Identification

Figure 1. Overview of the four steps of drug discovery and their techniques taken from
“Translational Radiation Oncology” (2023).

Target identification, the process of identifying the biological target of a molecule, is one
of the most important first steps of drug discovery.(Nature, 2024). An ideal target should have a
major role in the pathophysiology of a disease or be able to modify the disease, have predictable
potential side effects, and be easily assayable (UCL, 2020).

Racemic amphetamine was first synthesized by chemist G. A. Alles in 1927 (Heal et al.,
2013). Alles and his team first observed amphetamine’s ability to produce arousal and insomnia
following experiments performed on animal and human subjects and registered it under the name
Benzedrine. It was initially used to treat narcolepsy, mild depression, post-encephalitic
Parkinsonism, and many other disorders. During World War II, British and American service
personnel used roughly 150 million Benzedrine tablets as energy pills. Amphetamine, an appetite
suppressant, was used for weight loss in obese individuals (Baig, 2018). In 1937, it was
discovered that Benzedrine greatly improved the school performance and behavior of children
with ADHD (Heal et al., 2013). Decades later, scientists found that the dextro-(d-) isomer of
amphetamine, which was synthesized and marketed under the name Dexedrine, was significantly
more effective at treating ADHD than Benzedrine. Today, amphetamine has been established as
an effective treatment for ADHD and is widely used across the USA. Amphetamine was used for
many different purposes and modified many times before becoming the ADHD treatment drug
that it is now. This is essentially a historic example of the process of target identification.

Today, there are many pharmaceutical processes for target identification, with
target-based screening and phenotypic screening being two typical ones. Target-based screening
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is a method used to identify compounds that interact with specific targets (Lage, et al. 2018). The
goal is to identify compounds that can modify the activity of specific molecules involved in a
disease. In target-based screening, the complex that causes the disease is known, but the way it
functions is unknown. There is prior knowledge of the drug, and several genomic studies are
conducted before functional studies, which is why target-based screening is also called reverse
pharmacology (usually functional studies are performed first). Although there is some
uncertainty regarding whether the manipulation of the molecular drug target will create the
desired clinical result, this can be addressed empirically. Target-based screening has led to the
discovery of many new drugs. A study approved by the U.S. Food and Drug Administration on
the discovery strategies for new molecules between 1999 and 2008 showed that most
small-molecule drugs were discovered empirically, using target-based screening (Swinney &
Lee, 2020).

In contrast, phenotypic screening is a technique in which researchers directly test
molecules to see their effect on observable biological processes. Instead of focusing on the
effects of a compound on a specific molecular target, phenotypic screening observes the effects
on the observable characteristics. It is a target-agnostic approach to determine which active
molecules cause a desired outcome (Chung, 2012). Phenotypic screening is based on the
therapeutic effects of certain molecules in realistic disease models (Vincent et al., 2022). The
important result of this process is that scientists can gather visible evidence of the molecule
modifying or curing the illness (Pfizer, 2024). Phenotypic screens can reveal new targets because
they measure cellular function without predetermined ideas about the targets or signaling
pathways (Schenone et al., 2013). In fact, it has already contributed to the discovery of
groundbreaking medicines for hepatitis C virus and spinal muscular atrophy (Swinney & Lee,
2020). Currently, Pfizer scientists are using phenotypic screens for cystic fibrosis, which is a
genetic disease that removes the thin layer of liquid that clears mucus from lung cells, inhibiting
lung function (Pfizer, 2024). The researchers use cells taken from cystic fibrosis patients to test
for compounds that can re-establish this liquid. Due to the tested cells being taken from patients,
there is confidence that the successful compounds will also be successful in patients. In the
future, we may be able to use phenotypic screens for more complex models, including
Alzheimer’s and inflammatory bowel disease.

Target Validation
The purpose of target validation is to demonstrate that the target is relevant to the disease

of interest and that its modification can produce beneficial therapeutic results (“Translational
Radiation Oncology,” 2023). Antisense technology and in vivo/in vitro assays are two methods
used in target validation.

In antisense technology, antisense oligonucleotides are designed to be complementary to
a region of a target mRNA molecule (Hughes et al., 2011). When the antisense oligonucleotides
bind to the target mRNA, they block the mRNA from binding with the translational machinery,
which prevents the encoded protein from being synthesized. Because the mRNA is being
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targeted, researchers can selectively inhibit a gene’s expression. By selectively silencing the
target gene, researchers can validate the relation of the target molecule with the disease by
observing the resulting changes in disease symptoms and development. Example use of antisense
technology is the development of antisense probes to the rat P2X3 receptor by Abbott
Laboratories (Honore et al., 2002). When administered, the antisense oligonucleotides revealed
specific activity in the disease model, clearly showing that this receptor was related to the disease
symptoms. Furthermore, receptor function and algesic responses returned after researchers
stopped administering the oligonucleonucleotides, which indicates that the effects of antisense
oligonucleotides can be reversed (Peet, 2003). Unfortunately, the process that creates
oligonucleotides pronounces the molecules’ toxicity, making it difficult to use them in vivo
(Hughes et al., 2011).

In vivo and in vitro assays are another method of target validation. In vivo bioassays
involve delivering the test substance to a living organism to observe the effects of the substance.
An example of an in vivo assay is a brine shrimp bioassay (Encyclopedia of Biodiversity, 2024).
The test substance is given to a group of brine shrimp, and the percentage of shrimp death in a
short period of time is recorded. This information can be used to roughly calculate the
cytotoxicity of the substance. The use of transgenic animals in in vivo assays are helpful in that
they allow researchers to observe phenotypic results to better understand the results of gene
manipulation (Hughes et al., 2011). In vitro assays, on the other hand, do not rely on living
organisms (Encyclopedia of Biodiversity, 2024). The most common are target-specific molecular
assays. In these assays, a single structure is identified, and various substances are screened to
determine their effects on the step of interest. Although in vitro screening may miss important
modes of action without tests on living humans, precise high-throughput in vitro bioassays have
contributed to many successes, including the discovery of Zocor and the anti-inflammatory drugs
based on COX-2 inhibition, like Celebrex. In vivo testing has helped in the development of new
treatments for ADHD. Eltoprazine is a drug that is under development to be used in treating
ADHD (Alexandrov, 2015). Using in vivo testing on a sample of adults with ADHD, researchers
found that both 5-10 milligram doses significantly improve ADHD symptoms, which shows
Eltoprazine’s potential as an alternative treatment in the future.

Lead Identification
The goal of lead identification is to find a compound with the desired pharmacological

activity and potential to be developed into a new clinical compound (“Translational Radiation
Oncology,” 2023). High-throughput screening (HTS) and combinatorial chemistry are two
techniques used in lead identification.

HTS is a process that involves screening and assaying a large number of biological
compounds directly against specific targets. HTS can be used to gather metabolic,
pharmacokinetic and toxicological data on new drugs (Szymański et al., 2011). It can quickly test
large numbers of compounds to identify potential leads that interact desirably with the target.
HTS does not use prior knowledge to pre-assume the compound that is likely to function at the
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target molecule. In the HTS process, a large number of compounds are analyzed in assays that
are generally used in plates of hundreds of wells (Hughes et al., 2011). HTS is able to screen
hundreds of thousands of compounds with extremely small samples because of the way it
combines automated robotic developments with microliter-scale reactions, which greatly
improves the efficiency of the drug screening process and diversifies the possibilities of drug
candidates (Holbrook & Garneau-Tsodikova, 2017). HTS can screen up to 10,000 compounds a
day while Ultra HTS (UHTS) can screen up to 100,000 compounds a day (Szymański et al.,
2011). HTS’ efficiency and diversity is essential because parallel and combinatorial chemical
synthesis can generate large numbers of new compounds (Holbrook & Garneau-Tsodikova,
2017).

Figure 2. Flowchart showing how HTS reveals whether a compound exhibits drug-like
properties, which either leads to the next stage (lead optimization) or back to the screening
library. Taken from (Aldewachi et al., 2021).

Combinatorial chemistry is a method of synthesizing and testing large libraries of diverse
compounds (Wess, 2001). The goal of combinatorial chemistry is to identify new compounds
with desirable properties quickly and inexpensively. Instead of trial and error, combinatorial
chemistry uses the idea of trial and selection. This process uses permutations of individual
components to simultaneously synthesize all the possible molecules in a substance family
(chemotypes). This process greatly increases variability of possible leads, as even a small
number of genetic building blocks can lead to huge diversity, like that of the humoral immune
response. Then, the active molecules are separated from this library with an assay and their
structure is found. Combinatorial chemistry is different from traditional optimization cycles in
that it follows the principle of evolution by selecting the most active compound from a group,
which is similar to the concept of survival of the fittest.
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HTS has also been used to gain more information about potential treatments for ADHD.
For instance, using SmartCube, a high-throughput automated behavioral platform, different
drugs are compared with Eltoprazine (Alexandrov, 2015). SmartCube uses computer vision and
mechanical actuators to observe responses to stimuli, and is able to isolate over 2000 features of
a mouse in one session. The results showed that, in multiple animals, Eltoprazine was active in
hyperactivity and impulsivity, confirming its potential as a future treatment.

Lead Optimization
Lead optimization is the process that involves the improvement and refinement of leads

to develop more effective and less toxic drugs (“Translational Radiation Oncology,” 2023). The
goal of lead optimization is to transform initial leads into optimized drug candidates. There is
currently a lack of good alternative drugs for ADHD treatment. As there are no suitable leads,
there are also no suitable examples of lead optimization in ADHD treatment for this paper to
cover. However, there are many processes in lead optimization, with one typical process being
the structure-activity relationship study.

Structure-activity relationship (SAR) studies are a major technique used in lead
optimization. A SAR is the relationship between the chemical structure of a molecule and its
biological activity (Structure-Activity Relationship (SAR), 2024). The goal of a SAR study is to
discover the biological activity connected to a specific component of a molecule. This
knowledge allows a medicinal chemist to use molecular structure in the design of new molecules
and to predict biological activity. To work with SAR, one must first identify whether a SAR
exists in a collection of molecules and their respective activities (Guha, 2013). If so, one or more
SARs are analyzed for details, and this information is used to optimize a specific property of a
molecule through structural modifications. There are many ways to analyze the data collected
from SAR studies. The main idea of all of these methods is being able to systematically identify
each structural difference and its respective effect on biological activity. For example, in
quantitative structure-activity relationship (QSAR) methods, researchers connect numerical
descriptions of structural features to molecular activity. However, these are not always accurate
because the “landscape” of a SAR is not flat (Guha, 2010). Viewing chemical structure and
bioactivity in a 3D view with an X, Y, and Z axis results in a landscape of varying geography
(Guha, 2013). There are smooth regions, which illustrate molecules with similar structure and
activity, and discontinuous regions, which illustrate molecules with similar structures but
different activities. There are peaks and dips, and “activity cliffs” form when two sets of
molecules with different levels of performance are close to each other. These cliffs represent
discontinuities, which may hinder the performance of a QSAR, because machine learning
models, by definition, cannot reliably calculate these discontinuities (Guha, 2010).
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Figure 3. Example of a SAR landscape and its workflow taken from (Guha, 2013).
However, activity cliffs are still important to SARs, as they show the potential of a small
structural change to cause a large difference in biological activity. Although QSARs do not
always perform well due to the existence of activity cliffs, they are still a common method of
analyzing SARs and are used extensively because they do provide important information. There
are also many other methods to analyze SARs at various levels of detail, and although they are
not always accurate, they can help the medicinal chemist generate new ideas (Guha, 2013).
Ultimately, SAR studies are an incredibly useful mainstream technique that have consistently
been used to create new therapeutic drugs (McKinney, 2000).
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Figure 4. More specific steps in the drug creation process, from idea to market taken from (UCL,
2020).

Conclusion
There will always be a need for new therapeutic drugs, whether to discover a novel

treatment for an illness or to offer a safer alternative treatment for a disorder with existing
treatments, like ADHD. Thus, medicinal chemistry is still important today, and will remain so in
the future. Connecting many fields of science, including biochemistry, molecular chemistry,
computational chemistry, and structural biology, medicinal chemistry will continue developing
new technologies to better treat illnesses and advance healthcare in the future.

One possible future is expanding into personalized medicine, which takes into account
each individual’s genes and environment in their treatment. Current technology has shown that
such personalization is necessary at some level, although there are many challenges, including
the need for large data collections and efficiency in developing personalized medicines (Goetz &
Schork, 2018). However, there will be many benefits if medicinal chemistry can accomplish
personalization. Regardless, medicinal chemistry will continue to greatly impact drug
development and medicine and the millions of people who benefit from such medicine.
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Glutamate and GABA Neurotransmitters During an Ischemic Stroke and the Recovery
Process By Jeremy Ratner

Abstract
An ischemic stroke is a devastating neurological event that can lead to significant brain

injury, physical disability, cognitive impairment, and even death. During an ischemic stroke,
blood flow into the brain is lost and oxygen supply to the affected area is drastically reduced. If
the effects of an ischemic stroke continue without immediate intervention, cell death cannot be
stopped. During an ischemic stroke, the loss of blood flow causes a critical imbalance between
excitatory and inhibitory neurotransmitters. The purpose of this literature review is to analyze
how glutamate, the main excitatory neurotransmitter, and GABA, the main inhibitory transmitter,
change during and after an ischemic stroke. To formulate the literature review, novel
experimental manuscripts and other literature reviews were considered. It was found that an
ischemic stroke is especially dangerous because it causes glutamate excitotoxicity. The spike in
glutamate levels creates a cycle of positive ion influx and further glutamate release. The
continuous entrance of glutamate and calcium causes apoptosis, which leads to neurological
damage. GABA neurotransmitters will flow into the brain to recreate the balance between the
excitatory and inhibitory neurotransmitters, but GABA levels become severely elevated as a
result. To experience healing, recovery, and neuroplasticity, GABA levels in the brain must be
lowered so that the balance between the excitatory and inhibitory neurotransmitters can be
restored.

Introduction
The association between an ischemic stroke and neurotransmitter dysfunction,

specifically in glutamate and γ-aminobutyric acid neurotransmitters, has long been examined.
Ischemic strokes are the most common type of stroke, comprising 62.4% of strokes worldwide in
2019 (Tsao et al. 2023). An ischemic stroke occurs when blood vessel blockage limits blood flow
to the brain. The loss of blood and oxygen to an area of the brain causes immediate physical
symptoms, which can include facial numbness and weakness, impaired balance, a severe
headache, visual difficulty, and nausea (Patil et. al 2022). Even if a person survives an ischemic
stroke, the mortality rate for an ischemic stroke is 10% after thirty days and 40% after one year
(Moraes et al. 2023). Since ischemic strokes are a significant global health issue, a stronger
understanding of the molecular and physiological processes that cause ischemic strokes, and the
brain’s ability to heal itself afterwards, is needed to improve the path to stroke recovery. To
discover the true impact of an ischemic stroke on neurological function, it is imperative to
examine how neurotransmitter levels change in the brain during and after a stroke.

Neurotransmitters serve as the brain’s chemical messengers, converting and transmitting
signals across the postsynaptic membrane (Teleanu et al. 2022). To send chemical messages
efficiently, excitatory and inhibitory neurotransmitters combine to allow for the firing and
releasing of chemical signals. Excitatory neurotransmitters are postsynaptic potentials that
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increase the probability of surpassing the action potential threshold, which in turn increases the
likelihood that the signal is transmitted (Purves et al. 2001). The postsynaptic membrane is
depolarized by excitatory neurotransmitters, stimulating diffusion. In the human nervous system,
the main excitatory neurotransmitter is glutamate. When glutamate receptors are activated,

channels release sodium ( ) and potassium ( ) ions. These positively-charged ions lower the𝑁𝑎+ 𝐾+

negatively-charged postsynaptic current until it exceeds the action potential threshold, causing
the neuron to fire and the message to be sent. In comparison, inhibitory neurotransmitters
hyperpolarize the postsynaptic membrane potential, decreasing the likelihood of diffusion and
inhibiting signals from traveling between neurons (Purves et al. 2001). Gamma-aminobutyric
acid (GABA) is the human brain’s primary inhibitory neurotransmitter, prevalent in around 20%
to 44% of neurons in the brain (Petroff 2002). When GABA receptors in the brain are activated,

chlorine ( ions make the negative current even more negative and thus further away from the𝐶𝑙−)
action potential threshold. There are two types of GABA receptors: receptors, which𝐺𝐴𝐵𝐴

𝐴

control rapid signals through hyperpolarization, and while receptors, which control𝐺𝐴𝐵𝐴
𝐵

secondary messengers (Terunuma 2018). When glutamate and GABA neurotransmitters function
correctly, they can sufficiently control neuronal excitability. However, during an ischemic stroke,
the balance between glutamate and GABA is disrupted. The danger of an ischemic stroke is due
to glutamate excitotoxicity, a type of cell death that results from an excessive amount of
glutamate released from neurons (Belov Kirdajova et al. 2020). The purpose of this literature
review is to analyze how an ischemic stroke impacts the levels of glutamate and GABA in the
human brain. Additionally, this literature review examines the roles of glutamate and GABA in
the recovery process of an ischemic stroke, in terms of restoring neurological function and
creating long-term neuroplasticity.

The Onset of an Ischemic Stroke
An ischemic stroke is devastating because of its ability to suddenly cause damage to

neurons. As was confirmed by Sears and Hewett, the excitatory systems and inhibitory systems
create an established stability in a healthy human brain. If an interruption in the neurological
balance occurs, it is impossible to maintain a level of neuronal activity that could sustain
functioning. As a result, vision, communication, and movement are severely disrupted when
blood flow is lost. During an ischemic stroke, the lack of equilibrium is the main contributor of
neurological damage. The first step of an ischemic stroke is the loss of blood flow, which
deprives the brain of oxygen and glucose. According to Kaplan-Arabaci’s examination of the
mechanisms that cause an ischemic stroke, adenosine triphosphate (ATP) immediately depletes
without blood and glucose (Kaplan-Arabaci et al. 2022). Furthermore, there is not enough energy
to continuously support brain function, meaning that regulatory processes are disrupted as well.
In turn, neurons of the brain lose control over their ability to monitor brain activity.

Since neurological activity cannot be controlled, the ion pump mechanism is significantly
disrupted as well. Due to a lack of ATP, cells can no longer control the number of ions entering
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the synaptic cleft. Additionally, the fact that negatively-charged ATP is missing means that there
is a net increase in positive charge, causing depolarization (Owen et al. 2011). The depolarization

is then bolstered with an influx of positively-charged sodium ( ) and potassium ( ) ions𝑁𝑎+ 𝐾+

(Kaplan-Arabaci et al. 2022). The significant number of positively-charged ions begin the
irreversible changes that makes an ischemic stroke so dangerous. During normal neurological

functioning, calcium ( ) ions serve as secondary transmitters that report depolarization to𝐶𝑎2+

neurons in other areas (Gleichmann and Mattson 2011). However, this process is also
ATP-dependent, specifically the ability to reuptake calcium after being released. Without proper
ATP levels due to the loss of blood flow, calcium cannot be removed, causing a significant
number of calcium ions to enter the synapse. In addition to the role of calcium as a secondary
transmitter, calcium ions also control neurotransmitter release across the synaptic membrane
(Südhof 2012). When an ischemic stroke occurs, calcium ions thus cause an abnormally high
amount of glutamate to flood into the synaptic membrane.

In order to control glutamate release in the brain so that it does not descend into
excitotoxicity, there are three main receptors that regulate glutamate levels: N-methyl
D-aspartate (NMDA), ɑ-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), and
kainate (Kaplan-Arabaci et al. 2022). In a recent study, Wu and Tymianski discussed the effect of
NMDA pathways on ischemic strokes. When no glutamate is released, NMDA receptors are

blocked by magnesium ions. As a result, there is no overload of positive ions and no(𝑀𝑔2+)
depolarization of the synaptic membrane. However, the activation of such a significant amount
of glutamate during an ischemic stroke causes AMPA receptors to remove the magnesium ions
blocking the NMDA receptors (Wu and Tymianski 2018). The positive ions cause depolarization
in the synaptic membrane, and more calcium ions flow into the cell. Furthermore, the cycle of
calcium causing glutamate release, and the glutamate release in turn causing more calcium
release, leads to a significantly high level of calcium in the brain. With such extreme levels of
calcium, the ischemic stroke has caused irreversible effects. Since the ion pumps cannot function
properly, calcium is continuously pumped into the cell. The calcium alters cell shape and
function because enzymes that rely on calcium to function are stimulated. Mitochondria are also
damaged, and they release apoptotic signals (Belov Kirdajova et al. 2020). Even though cell
death by apoptosis occurs naturally, it is triggered abnormally and detrimentally during an
ischemic stroke. The widespread cell death continues because glutamate can never be removed
from the synapses. As the cycle repeats itself, more and more cells die from incorrect apoptotic
signals. With a significant number of dead cells, the symptoms of an ischemic stroke ensue.
Therefore, it is glutamate excitotoxicity that causes serious neurological damage and even death.
A flow chart of glutamate excitotoxicity is displayed in Figure 1.
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Fig 1: Beginning with the initial blood blockage, a flow chart of an ischemic stroke.
(Kaplan-Arabaci et al. 2022)

During glutamate excitotoxicity, GABA neurotransmitters are completely absent from

synapses because of high glutamate levels. Chlorine ions, which stimulate GABA release,𝐶𝑙1−

are negatively charged, meaning that they are not released with an influx of positive ions. The
sheer number of positively-charged ions make it impossible for GABA to be released. Since
GABA is not released, there is an imbalance between glutamate and GABA in the synapse. With
such an overwhelming amount of glutamate and a lack of GABA to inhibit neurological activity,
glutamate levels cannot be controlled.

Directly after blood flow is lost to the brain during an ischemic stroke, the amount of
glutamate is considerably higher than normal levels, while the amount of GABA is significantly
lower than normal levels. In order to avoid further damage, glutamate levels must be mediated.
Since GABA causes hyperpolarization of the synaptic membrane, inhibitory neurotransmitters
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can counteract the excitatory glutamate neurotransmitters. As a result, GABA would be able to
prohibit further excitotoxicity by inhibiting neurotransmitter release.

Ischemic Stroke Recovery
GABA serves as a powerful neuroregulator after an ischemic stroke, specifically because

it can counteract glutamate. Apoptosis caused by glutamate excitotoxicity is inhibited by the
influx of and receptors (Li et al. 2020). With cell death halting, the remaining𝐺𝐴𝐵𝐴

𝐴
𝐺𝐴𝐵𝐴

𝐵

cells can stabilize themselves. Additionally, GABA allows ATP to return to normal, sustainable
levels. As a result of GABA’s regulatory effects and its ability to counteract glutamate, there is a
significant increase in GABA neurotransmitters in the brain directly after a stroke.

As ischemic stroke victims begin recovery, the initial spike in glutamate levels has been
completely removed. Since glutamate excitotoxicity has stopped, calcium flow has ceased.
Instead, GABA has balanced out the glutamate levels. However, the previous glutamate levels
were so high that GABA levels must also become significantly higher than stable amounts. Even
though glutamate excitotoxicity caused the short-term damage of cell death, the increased GABA
levels contribute to the long-term symptoms of ischemic strokes.

Since GABA levels are significantly high, the amount of GABA must be lowered to
allow for long-term recovery. Decreasing GABA levels must also lead to an increase in
glutamate levels, as glutamate contributes to key activity needed to restore neurological health.
Glutamate also allows for long-term potentiation (LTP), which is the strengthening of neuronal
connections through repeated firing of neurons (Alia et al. 2017). If the brain area affected by the
ischemic stroke undergoes LTP, the damage caused by the stroke can be mitigated through
neuroplasticity. In the brain, neuroplasticity is the ability to form new neural connections, which
is essential for an ischemic stroke because the stroke destroyed vital neuronal connections (Kim
et al. 2014). Through neuroplasticity, the brain can “rewire” itself to complete tasks in the same
manner as before the stroke, often allowing for nearly complete recovery.

In the first month after a stroke, GABA uptake does not fully function. Healing from the
effects of an ischemic stroke will not occur until GABA levels are lowered. There are two
specific elements of GABA that must be modulated while overall GABA levels are lowered. To
facilitate a deeper understanding of GABA levels, S. Thomas Carmichael examined GABA
signaling in a comprehensive study on neurological recovery after an ischemic stroke. The first
element of GABA and inhibition is the tonic current. GABA receptors called receptors𝐺𝐴𝐵𝐴

𝐴

create and mediate a tonic current by sensing GABA neurotransmitters outside of the synapse.
Tonic current controls the ability for the neuron to fire by controlling the charge of the synapse.
The greater the tonic current, the more hyperpolarized the neuron, which makes the neuron less
likely to fire. The lower the tonic current, the more depolarized the neuron, which makes the
neuron more likely to fire (Carmichael 2012). Since GABA levels are so high approximately one
month after a stroke, the tonic current is extremely high. As a result, neurons are hyperpolarized
and GABA remains in the cell. To enable healing after an ischemic stroke, the tonic current must
be decreased so that neurons are allowed to fire and form connections. The increase in neuronal
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excitability thus allows for long-term potentiation and neuroplasticity to occur (Carmichael
2012).

Comparatively, phasic GABA, also called synaptic GABA, occurs when the synapse is
depolarized and GABA is released. The depolarization of the membrane allows for neurons to
fire and long-term potentiation to occur. Furthermore, an increase in phasic GABA allows for
quicker recovery from an ischemic stroke (Hiu et al. 2016). With GABA levels finally low
enough to reach sustainable levels, neurological health has returned to a normal state (Kim et al.
2014). The roles of phasic and tonic GABA are shown in Figure 2.

Fig 2: The difference in the effects of phasic GABA and tonic GABA during ischemic stroke
recovery (Hiu et al. 2015).

Since decreasing tonic GABA and increasing phasic GABA allows for healing, pharmaceutical
and medical treatments can be used to modulate neurotransmitter levels. New treatments are
being examined that lower tonic GABA, and investigations are occurring on the effects of
increasing phasic GABA. These developments would allow for more rapid recovery of physical
and cognitive skills victims lost due to an ischemic stroke.

Conclusion
The lack of neurotransmitter balance is the main factor that governs an ischemic stroke in

relation to its severity, symptoms, and subsequent recovery capacity. Establishing
neurotransmitter balance mitigates the effects of an ischemic stroke, but also allows for
neuroplasticity and healing. Developing a greater understanding of the relationship between
glutamate and GABA will allow for more effective treatment of ischemic strokes. Further
research into the initial development of glutamate excitotoxicity may facilitate pharmaceutical
and medical intervention that could prohibit fatality. Additionally, medication that controls and
lowers GABA levels immediately after an ischemic stroke is gaining momentum, which may
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allow for those suffering from the long-term effects of an ischemic stroke to improve their
recovery outcomes.
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Biological Applications of Graphene Family Nanomaterials By Eric Tam

Abstract
The study and biological application of graphene family nanomaterials (GFNs) has

grown in popularity over the past decade due to their practicality and unique properties. This
article will be discussing the different types of GFNs, their unique physicochemical properties,
utilities in a biological context, as well as identifying potential areas for future studies. The most
frequently used GFN in biological systems is graphene oxide due to its biocompatibility.
Graphene oxide, but also GFNs in general, have been successfully used in drug delivery, as
cancer therapeutics, biologics delivery, and bioengineering. Specifically, GFNs have been used to
bind to drugs such as SN-38, doxorubicin, camptothecin, curcumin, and 5-fluorouracil,
facilitating the process of streamline delivery. They are also used in phototherapy, a type of
cancer therapy, as a photothermal agent. GFNs have been found to bind to macromolecules such
as siRNA and CRISPR/Cas 9 and are able to assist in biologics delivery. Lastly, GFNs are
applicable to bioengineering, where biosensors and tissues are able to be synthesized. There
needs to be more research done to ensure the complete safety of GFNs when introduced to the
human body, as well as to improve efficacy of drug delivery and biocompatibility.

Introduction
Nanoscience, the study of structures and particles on the nanometer scale, has been

growing in awareness since the early 2000s, having a wide variety of applications in physics,
materials science, chemistry, biology, computer science, and engineering (Bayda et al. 2019).
Specifically, nanoscience has become a very relevant topic in the field of biology, directly
applying to human health in the fields of drug delivery, cancer therapy, gene delivery, and
bioengineering.

A large part of nanoscience hones in on nanoparticles, which are particles less than 100
nm large (Murthy 2007). Nanoparticles can be broken down into four categories based on their
chemical composition, ranging from organic, inorganic, composite, and carbon-based. (Harish et
al. 2022). Organic nanoparticles are derived from organic materials, such as polysaccharides,
lipids, etc (Natesan and Kim 2022). One type of organic nanoparticle, called lipid nanoparticles,
have been used to deliver a variety of therapeutics to the liver (Böttger et al. 2020). As of now,
they have been widely optimized to deliver therapeutics to the liver, but not to other areas of the
body. Inorganic nanoparticles do not contain carbon, and usually include a range of substances,
such as elemental metals, metal oxides, and metal salts (Inmaculada López-Lorente and
Valcárcel 2014). An application of inorganic nanoparticles are cadmium selenide quantum dots,
which were the 2024 Nobel prize winner. They are currently extremely useful for biosensors, but
are potentially toxic to humans (Hardman 2005). Composite nanoparticles are defined as the
nanomaterials with composite structure that are made up of two or more components of
nanoscale with special physical and chemical properties (Luo et al. 2014). Composite
nanoparticles have a wide range of applications in gene and drug delivery, but are prone to
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agglomeration and are difficult to manufacture (Hanemann and Vinga Szabó 2010). Lastly,
Carbon-based nanoparticles have large carbon structures, such as fullerene, nanotubes, and
graphene (Siqueira Jr. and Oliveira Jr. 2016). Carbon-based nanoparticles have the most potential
for application in biology, as humans are made up of carbon, making the nanoparticles more
likely to be biocompatible. Carbon-based nanoparticles are also extremely versatile, allowing for
functionalization with various chemical groups (Alshangiti et al. 2023).

Graphene Family Nanomaterials
One subsection of carbon-based nanoparticles are graphene family nanomaterials, which

is the focus of this article. Nanomaterials are similar to nanoparticles, with the only condition
being that nanomaterials require at least one dimension that is less than approximately 100
nanometers (“Nanomaterials” n.d.). In nature, carbon atoms form intricately bound networks that
create graphite, and in some conditions, diamonds. The structure of graphite consists of multiple
layers of graphene stacked on top of each other. Graphene is composed of a monolayer of carbon
atoms that form a repeating hexagonal ring pattern, arranged in a planar honeycomb lattice due
to the sp2 hybridized properties of the carbon atom (Yusaf et al. 2022). The bonds holding
together the carbon atoms are nonpolar, making the nanomaterials nonpolar. Due to the nonpolar
properties, graphene will preferentially bind to nonpolar molecules (like certain drugs).
Graphene is the precursor to other notable nanomaterials such as carbon nanotubes, fullerene,
and graphene oxide.

Carbon nanotubes are formed when energy is applied to graphene that forces it into
tubular structures. Some synthetic methods for creating carbon nanotubes include: electric arc
discharge, laser ablation, and chemical vapor deposition (Navazi et al. 2023). The nanotubes are
made up of rolled-up graphene sheets, where a single layer of graphene creates a single-walled
carbon nanotube, while multiple layers create a multi-walled carbon nanotube (Moore, 2019).
The size of carbon nanotubes typically range from 0.4 - 2 nm in diameter for single-walled
carbon nanotubes and 2 - 100 nm for multi-walled carbon nanotubes (Malarkey and Parpura
2010). Functionalized carbon nanotubes have been shown to have little toxicity when entering
cells (Liu et al. 2009). They are able to shuttle a variety of biological molecules, including small
drug molecules, proteins, DNA/RNA, and other biomacromolecules (Liu et al. 2009). The
carbon nanotubes are uptaken into the cell through endocytosis, and exit via exocytosis (Liu et
al. 2009).

Another graphene nanomaterial derivative is fullerene. Fullerene is composed of 60, 70,
or 84 carbon atoms that form a spherical shape with an average diameter of 1 nm
(Budama-Kilinc et al. 2020). The resulting structure is a hollow sphere that resembles a soccer
ball (also referred to as buckyballs). Utilizing a laser to vaporize graphite rods in an atmosphere
of helium gas, chemists and their assistants were able to synthesize fullerene (Walton and Kroto
2024). Fullerene has multiple applications in biology including; protection of healthy cells
against radiation when patients undergo radiotherapy, the delivery of peptides, the design of
antiviral drugs, and photodynamic therapy as a cancer cell contrast agent in tumors.
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The nanomaterials defined above have broad applications in material sciences, but given
their nonpolar properties, become limited in utility when considering biological systems. These
limitations can be circumvented by introducing polarity to these nanomaterials, by processes
such as oxidation (Xu et al. 2018). Oxidizing graphene can produce graphene oxide, which
consists of the same monolayer of carbon atoms forming a hexagonal ring pattern, but the
difference is that graphene oxide contains functional groups with oxygen atoms, such as epoxide,
carbonyl, carboxyl, and hydroxide (Figure 1) (Ray 2015). These functional groups serve a dual
purpose; they also create reactive moieties that researchers can use to conjugate additional
materials for their desired purpose (Tsagkalias and Dimitrios 2022). Some materials that have
been appended to graphene oxide include amine groups, polyacrylamide (PAM), polyacrylic acid
(PAA), and polyethylene glycol (PEG) (Liao et al. 2018). Graphene oxide nanoparticles are
largely relevant in the field of biology today, with many applications to human health,
specifically in drug delivery, cancer therapy, and CRISPR.

Figure 1. Different oxidation states of graphene.

Safety profile of Graphene Family Nanomaterials (GFNs)
Before discussing the applications of GFNs as drug delivery vehicles, it is imperative to

address safety concerns. There are some risks associated with using graphene family
nanomaterials (GFNs) in biology. Previous studies have shown that non-polar GFNs have limited
biocompatibility due to their propensity to aggregate and accumulate in specific tissues or cells
(Ban et al. 2023). Furthermore, GFNs have the potential to bind lipid bilayers and to penetrate
sensitive cell-cell junctions such as the blood brain barrier, the blood-testis, and blood-placenta
barriers. Certain GFNs have been shown to accumulate in the spleen, kidney, and liver (Koyyada
and Orsu 2020). Studies have shown that the accumulation of GFNs in cells (or the extracellular
matrix) can cause DNA damage, apoptosis, autophagy, necrosis, and epigenetic changes
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(Lingling et al. 2016). These effects are highlighted when considering that GFNs were tested to
accumulate in the lungs at a high level, retaining for 3 months (Ou et al. 2016).

Graphene nanomaterials have been demonstrated to bind to specific macromolecules,
including lipids, nucleic acids, and proteins. Of concern from a safety profile is the binding of
graphene nanomaterials to albumin proteins, which are proteins that regulate the transport of
ligands, including bilirubin, ions, fatty acids and drugs in the body (Moman, 2022). GFNs have
been demonstrated to bind to albumin proteins, with some experiments showing that GFNs have
insignificant changes to the structure of the albumin protein, while others show that partial
unfolding of the protein occurs (Taneva et al. 2021). Partial unfolding of the protein can lead to
protein aggregation and cytotoxicity. In the future, it will be important to research the effects of
GFNs binding to albumin proteins.

While GFNs can seem to be inherently toxic in nature, there are ways to mitigate the
risks that come with utilizing GFNs. One method is through conjugation, through molecules such
as PEG, PEGylated poly-L-lysine (PLL), poly(ε-caprolactone), polyvinyl alcohol, pluronic,
amine, carboxyl, and dextran groups (Ou et al. 2016). Conjugating these molecules with GFNs
decreases the toxicity and improves biocompatibility (Ou et al. 2016).

Biological Applications of Graphene Family Nanomaterials (GFNs)
Drug Delivery

When conjugated with biologically compatible adjuvants, GFNs become attractive drug
delivery platforms due to their specific surface area and improved biocompatibility
post-conjugation (Liu et al. 2013). There are multiple studies that have demonstrated that GFNs
have a variety of biological applications including drug delivery, cancer therapy, and CRISPR.
An example of a drug that has been proven to work with graphene nanoparticles is shown in a
study by Liu and colleagues, where they tested the nanoparticles with the aromatic drug SN-38.
SN-38 is water-insoluble, and was bound to the nanoparticles through Van der Waals interactions
(Figure 2) (Liu et al. 2008). An interesting factor that was used in this study was polyethylene
glycol (PEG), which was bound to the graphene oxide nanoparticles. This complex between the
graphene oxide nanoparticles and PEG improved aqueous solubility, allowing for the
water-insoluble SN-38 drug to successfully make it into the body without precipitating or being
degraded by the immune system.

Another example of a hydrophobic drug that showed improved delivery with the use of
GFNs is doxorubicin, a chemotherapeutic agent that intercalates with DNA. Unlike SN-38,
doxorubicin contains specific functional groups that undergo protonation in acidic environments.
Protonation weakens the interactions between the π–π stacking and hydrophobic interactions
between the doxorubicin and the graphene surface, which leads to a pH-dependent release of the
drug (Zhu and Chen 2015). This pH-dependent release was also used for GFN delivery of
various other drugs, such as camptothecin, curcumin, and 5-fluorouracil (Boddu et al. 2022).
Using GFNs in these cases improved the delivery of the anticancer drugs mentioned above.
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There have been multiple methods developed that have allowed researchers to release drugs from
GFNs in a stimuli dependent manner (reviewed by Khakpour et al. 2024).

Cancer Therapy
GFNs are actively used in cancer therapy, as they have a unique structure and desirable

physicochemical properties. This can be seen through its ability to be covalently and
noncovalently functionalized with anticancer drugs that target cancer cells and tissue (Patel et al.
2016). While chemotherapy is the most common treatment for cancer today, there are multiple
drawbacks including severe side-effects, low therapeutic efficacy, multi-drug resistance,
off-target effects, and more (Wang et al. 2022). Recent studies have demonstrated that graphene
nanomaterials in the absence of drug molecules can themselves be used as cancer therapeutics
(Wang et al. 2022).

A recent cancer therapy on the rise is phototherapy, for its therapeutic efficacy and
reduced side-effects. One component of phototherapy, called photothermal therapy (PTT), relies
on a photothermal agent that can adsorb laser energy and transfer it to heat under laser
irradiation, resulting in local hyperthermia which can cause the death of tumor cells or bacteria
(Figure 2) (Wang et al. 2022). For photothermal therapy, the efficiency of conversion is a key
component, which is where GFNs come into play. Graphene nanomaterials exhibit great
photothermal effect, indicating the potential as a photothermal agent for photothermal therapy
(Wang et al. 2022). As GFNs prove to be promising as the agent for photothermal therapy, their
use can rapidly become mainstream and result in a more effective cancer treatment.

Gene Delivery
GFNs have recently been shown to be promising carriers for the delivery of DNA-based

therapeutics. GFNs and DNA interact mainly through π-π bonding (between sp2 hybridized
carbon monolayers and nucleic acids), a type of non-covalent bond (Wu et al. 2018). There are
multiple types of nucleic acids that can be delivered to cells using GFNs. One example is siRNA,
which stands for small interfering RNA. The main function of siRNA is to regulate the
expression of genes by promoting targeted mRNA degradation for a gene of interest (Phillips
2008). Li and colleagues developed an siRNA delivery method utilizing graphene oxide
nanoparticles, where the nanoparticle carriers were able to load siRNA to create a graphene
oxide nanoparticle-siRNA complex. The GFN-siRNA delivery system successfully silenced the
target gene in plant cells.

Another example is the delivery of plasmid DNA. Li and colleagues conducted a study
that succeeded in delivering plasmid DNA to the nucleus that encoded for the CRISPR/Cas9
proteins. The CRISPR/Cas9 system works mainly through the CRISPR protein identifying the
target nucleic acid sequence and Cas9 implementing the mutation. The plasmid DNA encoding
for the CRISPR/Cas9 proteins was delivered by GFNs to animal cells, which was subsequently
transcribed and translated, resulting in expression of functional CRISPR/Cas9 proteins that were
able to mutate the target sequence (Li et al. 2023). The CRISPR/Cas9 system has been quite
effective at mutating several viral genes, displaying great potential to be more effective than
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antiviral drugs (Li et al. 2023). However, the transport of large Cas9 proteins requires an
effective carrier, where GFNs, specifically graphene oxide nanoparticles, become a viable
option.

Bioengineering
In addition to serving as delivery vehicles for therapeutics and biologics, GFNs have also

made an impact in bioengineering. Several groups have successfully characterized
graphene-based biosensors capable of detecting small molecules such as glucose, nicotinamide,
dinucleotide adenine, adenosine triphosphate, hydrogen peroxide, and estrogen (Dasari Shareena
et al. 2018). Remarkably, graphene oxide based biosensors have yielded lower analyte detection
limits, faster response time, higher sensitivity, and increased signal-to-noise ratios, compared to
other standard biosensors (Dasari Shareena et al. 2018). GFNs have also seen specific
applications in bioimaging (please look up which techniques are used specifically), specifically
serving as a contrasting agent, but optimization is required to further enhance their utility with
such techniques (Dasari Shareena et al. 2018). Lastly, GFNs have shown to be promising
scaffolds for tissue engineering. GFNs have been used to develop lab-grown cardiac, neural,
bone, cartilage, skeletal muscle and skin/adipose tissues (Figure 2) (Dasari Shareena et al.
2018).

Figure 2. Various biological applications of graphene oxide including: binding to DNA and drugs
(SN-38), serving as a scaffold for bioengineering applications, and an agent for phototherapy.

Conclusion
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In summary, this article summarizes the properties of graphene family nanomaterials and
their biological applications. Graphene oxide has been found to be one of the most promising
materials due to its polar nature, allowing it to be biocompatible in the body and used in different
ways. GFNs as a whole have been proven to work with drugs, assisting in drug delivery into the
body through examples such as SN-38. Additionally, GFNs have been shown to be effective at
transporting nucleic acids into cells. GFNs have shown promise in cancer therapy, where it
serves as a photothermal agent. Lastly, GFNs also have an impact on bioengineering, used to
develop various types of tissues. GFNs, especially graphene oxide, have a lot of potential in
various biological applications. Additional research should be conducted to ensure complete
safety when utilizing GFNs so that they can be a new method that is better than the current ones.
With GFNs, there is a great chance that drug delivery will become a more streamline process,
CRISPR will become more accessible, and a more reliable cancer therapy will be fully
developed.
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The Role of Platinum in the Green Energy Revolution by Nicholas C. Burgess

Abstract
Platinum is an important element needed for producing “green” hydrogen, hydrogen

produced from renewable energy sources. This paper is a comprehensive overview of platinum,
describing various factors from the geology of platinum to its use in energy technology. Platinum
is a highly efficient catalyst used in electrolyzers to generate hydrogen from water and to build
hydrogen fuel cells. Published theories describing the unique physics and chemistry of platinum
in relation to interactions with hydrogen will be explored. The key advantages and disadvantages
of platinum compared to alternative materials in the green hydrogen and fuel cell industry will be
discussed. Geological occurrences, the global economics of the platinum supply chain, and
geopolitical challenges which could result in future supply disruptions will be described.

Introduction
Hydrogen has been used for many decades to power fuel cells to drive electrical motors.

A major advantage of hydrogen power over internal combustion engines burning fossil fuels is
that hydrogen fuel cells only emit water vapor, and no harmful CO2 emissions (IEA). Therefore,
hydrogen fuel cells will likely play a growing role in decarbonizing energy systems with the
objective of minimizing humanity’s impact on climate change. Fuel cells have significant
advantages over battery electric vehicles (BEVs) in heavy commercial vehicles such as tractors,
busses, trucks, construction equipment and trains because hydrogen fuel cells are lighter and
quick to re-fuel. Several methods are used to produce hydrogen, but only recently has hydrogen
been produced at a commercial scale using renewable energy instead of fossil fuels. “Green
hydrogen” is the common name for producing hydrogen from renewable energy, where solar,
wind or hydropower is used as a source of electricity in electrolysis of water to produce
hydrogen (Crownhart).

Historically, most commercial hydrogen production has been generated whereby the
hydrocarbon, methane gas, is combined with high temperature steam to generate both hydrogen
and CO2 gas by a process known as steam-methane reforming (SMR). In 2019, ~75% of global
hydrogen was being produced with this method (IEA). If the CO2 is released into the atmosphere
in the process, the resulting hydrogen is commonly called “gray hydrogen” (Crownhart).
However, if the same SMR process is used, but the CO2 is injected underground using carbon
capture and storage (CCS) to minimize harmful CO2 emissions which cause climate change; the
resulting hydrogen is commonly called “blue hydrogen” (Crownhart). Adding CCS to SMR plants to
generate blue hydrogen leads to higher cost hydrogen but results in approximately 9% to 25%
lower greenhouse gas emissions compared to gray hydrogen, depending on the efficiency of the
processes (Howarth). In the most promising regions of the world, costs for blue hydrogen in
2019 were in the range of USD $1.4–$1.5/kg of hydrogen, making it one of the lowest cost
hydrogen production methods that purposefully aims to reduce greenhouse gas emissions
(Figure-1).
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Figure 1: Hydrogen production costs using natural gas in different regions, 2018. (IEA)

A 2021 peer-reviewed paper by Howarth and Jacobson examined the lifecycle
greenhouse gas emissions of blue hydrogen, accounting for emissions of both carbon dioxide and
unburned fugitive methane (Howarth). They concluded that blue hydrogen is far from being low
carbon, and its related greenhouse gas emissions are quite high, particularly when the release of
fugitive methane is also accounted for (methane gas that escapes to the atmosphere from the total
gas production and SMR process). This study quantified the surprisingly large contribution of
leaking methane in the blue hydrogen supply chain. Because molecules of methane have a
Global Warming Potential (GWP) approximately 86 times higher than CO2, the greenhouse gas
footprint of blue hydrogen is more than 20% greater than burning natural gas. In this analysis,
even coal and diesel oil burned for heat create lower greenhouse gas emissions than blue
hydrogen (Howarth).

Coal can also be used as a hydrocarbon source for hydrogen production. In 2019 coal as a
source accounted for ~23% of global hydrogen production due to the dominance of
coal-gasification used to generate hydrogen in China (IEA). Hydrogen production from coal
using gasification is an established technology which has been used in the chemical and fertilizer
industries for making ammonia. When coal is used as a source to produce hydrogen the process
is commonly called “brown hydrogen or black hydrogen” (Crownhart). In 2019, ~130 coal
gasification plants were in operation around the globe, > 80% located in China. Hydrogen
production using coal produces CO2 emissions of about 19 metric tons of CO2 per metric ton of
hydrogen, which is twice the CO2 emissions compared to gray hydrogen from SMR natural gas
(IEA).
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One problem with green hydrogen is its cost of production compared to gray or blue
hydrogen. In 2023, the average cost of producing green hydrogen in the US was ~$5/kg which is
approximately double the cost of producing gray-hydrogen hydrogen with natural gas (USDE).
However, government incentives and funding of research and development in the green
hydrogen production sector in many nations aims to bring down the cost of green hydrogen
production. A US Department of Energy initiative called the “Hydrogen Shot” is funding
research and development of new technologies with the goal of reducing the cost of green
hydrogen to less than $1/kg by 2032 to increase the use of green hydrogen in the USA (USDE).

Role in Addressing Climate Change
The increase in the Earth’s global average surface temperatures has been measured as

roughly 1o C since the pre-industrial era, defined as 1850-1900 in NOAA’s record. This may
seem to be a small magnitude of warming, but a massive amount of heat energy needs to be
added to the Earth’s atmosphere to raise the average temperature even by 1o C because of the
tremendous size and heat capacity of the global oceans (R. Lindsey). This global warming has
been largely driven by human emissions of greenhouse gasses, with CO2 being the major
contributor to this climate change. According to observations by the NOAA Global Monitoring
Lab, CO2 was responsible for approximately two-thirds of the total heating influence of all
human-produced greenhouse gasses as of 2021 (Figure-2).

Figure 3: Heating influence caused by human-produced greenhouse gasses: CO2 (gray),
methane (dark purple), NO2 (medium purple), CFCs (lavender), HCFCs (blue), and HFCs (light

blue). CO2 is the largest contributor to the Earth’s heating imbalance. (NOAA)
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Measurements of CO2 in the Earth’s atmosphere have been accurately and continuously
measured starting in 1958 at the Mauna Loa Observatory in Hawaii; the average annual CO2

concentration has risen from 318 ppm in 1958 to 421 ppm in 2023 (NOAA2). In the 1960s, the
Earth’s growth rate of atmospheric CO2 was roughly 0.8± 0.1 ppm / year. Over the next fifty
years, the annual CO2 concentration growth rate tripled, reaching 2.4 ppm / year by the 2010s
(NOAA2). The annual rate of increase in atmospheric CO2 over the past 60 years is 100 times
faster than previous natural increases, including those that led to the end of the last ice age
11,000 years ago (NOAA2).

Carbon dioxide is produced by many complex processes, but burning fossil fuels (coal,
natural gas, and oil) which are composed of hydrocarbon molecules containing carbon that plants
pulled out of the atmosphere through photosynthesis over millions of years is the largest
contributor to the ongoing CO2 buildup in the atmosphere (NOAA). Burning hydrocarbons and
activities such as deforestation and farming have contributed to increasing CO2 emissions into
the Earth’s atmosphere. The similarity of increases in global atmospheric carbon dioxide
concentration compared to annual CO2 emissions since 1750 provides a convincing argument
that human induced emissions are the primary cause of the accelerating CO2 buildup in the
atmosphere. The net increase in CO2 and the resulting global warming due to the greenhouse
effect has creates a major incentive for sustainable technologies that are needed to decrease the
emissions of CO2 into the atmosphere (NOAA). It will be necessary to reduce CO2 emissions
with an estimated 80% reduction by 2050, to stabilize the carbon dioxide concentration of the
Earth’s atmosphere at a concentration of 450 ppm by 2050 which is consistent with the objective
of limiting the global average temperature increase to +2°C in the year 2100 (Reverdiau). The
development of new types of vehicles powered by electric technologies is one way to meet this
climate goal. There are currently three such technologies: Battery Electric Vehicles (BEVs), Fuel
Cell Electric Vehicles (FCEVs) and Plug-in Hybrid Electric Vehicles (PHEVs).

While the use of hydrogen fuel cells does not generally contribute to greenhouse gas
emissions, to date the production of most hydrogen is based on steam methane reforming of
natural gas, resulting in significant CO2 emissions (IEA). Hydrogen can be extracted from fossil
fuels, biomass, or water. Approximately 2% of global total primary energy demand is used to
produce hydrogen today (IEA). Natural gas is currently the main source of hydrogen production,
and steam methane reformers are the major method to produce hydrogen for the ammonia,
methanol, and oil refinery industries. Natural gas accounts for approximately 75% of global
hydrogen production, which is approximately around 70 million metric tons of hydrogen. 6% of
global natural gas demand is consumed for this hydrogen production (IEA). Gray hydrogen
based on SMR is the cheapest way to produce hydrogen today, but the associated greenhouse gas
emissions are high, at 13.7 kg CO2 for every 1 kg of hydrogen produced (Howarth). Coal is the
second-largest source for hydrogen production today; coal is the source for ~23% of global
hydrogen production and consumes ~2% of global coal demand (Howarth). Oil and electricity
account for the remainder of hydrogen production. Most hydrogen production today generates
significant CO2 emissions because it depends largely on fossil fuel sources. This results in total
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CO2 emissions of 830 million metric tons per year, equivalent to the combined CO2 emissions of
Indonesia and the United Kingdom (IEA).

Green hydrogen produced from renewable energy technologies such as wind, solar, and
hydropower present an opportunity for hydrogen to be used without any CO2 emissions.
However, one key challenge for green hydrogen is to lower the cost of production to match lower
cost methods of producing hydrogen from hydrocarbons. Green hydrogen production costs vary
greatly depending on the location as illustrated in the 2019 IEA report. Some regions have
advantageous conditions for these renewable energy sources. In 2019 the cost of hydrogen
production made from electricity with combined solar and wind power varied from USD $1.6/kg
H2 to over $40 /kg H2 (IEA).

Hydrogen is a suitable solution to replace a significant percentage of fossil fuels in heavy
industries and commercial transportation, but the global production and distribution system is
currently limited, and hydrogen is mostly not produced with renewable energy. The World Bank
forecasts that green hydrogen will not surpass hydrogen generated from hydrocarbons until 2041
(Moreira and Laing). Platinum is the standard element required as a catalyst for both green
hydrogen production using electrolyzers and for consuming hydrogen in fuel cells, but platinum
is expensive and future platinum ore mined from a limited number of geological deposits, creates
possible geopolitical supply risks. Alternative catalyst materials to platinum have not yet been
commercially successful.

History of Hydrogen Use
Early Hydrogen Production and the Origins of Green Hydrogen

Hydrogen has been part of the energy industry for a long time. The first laboratory water
electrolysis and fuel cells captured the imagination of engineers and science fiction writers like
Jules Verne in the 1800s (DOE). Hydrogen was used as a fuel in the first internal combustion
engines 200 years ago. Hydrogen gas lifted balloons in the 1700s and 1800s, and hydrogen was a
major component of rocket fuel in NASA’s missions to the moon in the 1960s and 1970s.
Hydrogen is a key molecule in ammonia fertilizer made from natural gas and, earlier, from
electricity and water hydrolysis. This chemical fertilizer has maintained enough crops to feed a
rapidly growing world for the last 100 years. Hydrogen has also been a key part of the energy
industry since the 1960s, when its use became a standard in oil refining to produce fuels, plastics,
and other petrochemicals (DOE). The demand for hydrogen for various purposes has steadily
been growing since the 1970’s, but today most hydrogen is used in the petroleum refining
process to produce fuels such as gasoline and diesel (IEA).

In the 1920s, British scientist and Marxist author J.B.S. Haldane introduced the concept
of renewable hydrogen in his paper, Science and the Future, by writing, “There will be great
power stations where during windy weather, the surplus power will be used for the electrolytic
decomposition of water into oxygen and hydrogen.” (DOE). In 1990, the first solar powered
hydrogen production plant was built for research and testing in Germany at
Solar-Wasserstoff-Bayern. In the same year, the U.S. Congress passed the Spark M. Matsunaga
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Hydrogen, Research, Development and Demonstration Act to fund hydrogen research and
development in the US (DOE). Many new green hydrogen plants are planned across the globe,
from Europe, Australia, Africa, Kazakhstan, and the Middle East (FuelCellWorks). Several
recently announced projects claim to be the world’s largest green hydrogen project; one of these
is the NEOM plant under construction in western Saudi Arabia. When completed, the project
will mitigate the impact of 5 million metric tons of carbon emissions per year (NEOM).

History of Fuel Cells
In 1839, Swiss chemist Christian Friedrich Schoenbein discovered the fuel cell effect by

combining hydrogen and oxygen gasses to produce water and an electric current. In 1849,
English scientist Sir William Grove “The Father of the Fuel Cell” demonstrated a fuel cell at a
practical scale when he built and demonstrated an invention dubbed “the gas battery” (DOE). In
1959, Francis T. Bacon of Cambridge University built the first practical hydrogen-air fuel cell.
The 5-kilowatt system was used to power a welding machine. Later in 1959, Harry Karl Ihrig
built the first fuel cell vehicle which powered a small tractor. Hydrogen fuel cells, based on the
1959 Bacon design, have been used by NASA space flights to make on-board electricity, heat,
and water for astronauts. In 1994, Daimler Benz demonstrated the NECA-I, its first hydrogen
fuel cell passenger vehicle (DOE).

Electrolysis in Hydrogen Production
One way of producing hydrogen is through an electrochemical process called electrolysis

of water. During the electrolysis process, an electric current is used to separate water molecules
into its basic elements, hydrogen and oxygen (IEA). One important advantage of the electrolysis
method is that there are no CO2 emissions. The electrolysis reaction with the thermodynamic
energy values is described in Equation-1. When the electric current is derived from a renewable
source such as solar power, wind turbine, or hydroelectric power, it is known as green hydrogen
(Crownhart).

Three main electrolysis technologies are used to produce hydrogen from water: alkaline
electrolysis, proton exchange membrane (PEM) electrolysis, and solid oxide electrolysis cells
(SOECs) (IEA). The technical and economic characteristics of each method are summarized in
Table-1. This paper focuses on PEM electrolysis, but a general description of the other two
methods follows.

Equation 1: Hydrolysis reaction with the thermodynamic energy values. (Carmo)

Three main electrolysis technologies are used to produce hydrogen from water: alkaline
electrolysis, proton exchange membrane (PEM) electrolysis, and solid oxide electrolysis cells
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(SOECs) (IEA). The technical and economic characteristics of each method are summarized in
Table-1. This paper focuses on PEM electrolysis, but a general description of the other two
methods follows.

Table 1: Techno-economic characteristics of different electrolyzer technologies. CAPEX refers to
capital expenditures, the funds used to acquire and maintain the asset. (IEA)

Alkaline electrolysis is a technology which has been used commercially for over 100
years in the fertilizer and chlorine industries for hydrogen production. Many large alkaline
electrolyzers with a capacity of up to 165 megawatts were built in the last century in countries
with large hydropower electrical supplies such as Canada, Egypt, India, Norway and Zimbabwe
(IEA). Most of these older, large alkaline electrolysis facilities were decommissioned when the
alternative methods of natural gas and steam methane reforming for hydrogen production
became common in the 1970s. Alkaline electrolysis has a relatively low installation cost
compared to other technologies because precious materials such as platinum are not required.

However, there are three major drawbacks often associated with alkaline electrolyzers:
low partial load range, limited current density, and low operating pressures. The first issue can
create a serious safety issue at low loads, where the oxygen production rate decreases, thus
drastically increasing the hydrogen concentration to dangerous levels which could result in an
explosion. An example of a problematic alkaline electrolysis facility is Sinopec’s 260MW Kuqa
facility, one of the world’s largest green hydrogen projects that was commissioned in northwest
China in 2023. Its electrical power comes from a large solar energy facility. Unfortunately, its
alkaline electrolyzers have been operating at less than one third of its installed capacity due to
various factors, including missing safety features and lower efficiencies than originally designed.
When the input electric power supply drops below 50%, the electrolyzers stop producing
hydrogen completely, causing reliability and safety issues related to renewable-energy
fluctuations (Insight).

SOECs are the least developed electrolysis technology, and as of 2019 SOECs have still
not been used at a commercial scale (IEA). SOECs use ceramics as the electrolyte which lowers
the material costs, and they do not require platinum group elements. SOECs work at high

157



temperatures and are highly efficient. Because they use steam for electrolysis, they need a heat
source. SOECs can be operated in reverse mode as a fuel cell (IEA). In this mode, these devices
convert hydrogen back into electricity, which means SOECs could provide balancing services to
the electric grid if combined with hydrogen storage. The main drawback of SOECs has been
durability because the internal materials degrade under high operating temperatures (IEA).

Proton Exchange Membrane (PEM) Electrolysis
PEM electrolyzers were originally invented in the 1960s by General Electric Company to

solve some of the problems of alkaline electrolyzers. The PEM method uses purified water as an
electrolyte solution, so PEM does not need to recover or recycle the potassium hydroxide
electrolyte solution that is necessary with alkaline electrolyzer technology (IEA). PEM systems
are smaller, making them more suitable for most applications. PEM can produce highly
compressed hydrogen gas for production and storage at refueling stations (IEA). PEM also offers
flexible operation, and their operating range can quickly go from zero to full production.
However, PEM electrolyzers require expensive platinum and iridium electrode catalysts and
costly membrane materials, and their lifetime is currently shorter than that of alkaline
electrolyzers. Their overall costs are currently higher than those of alkaline electrolyzers, so
PEM has been less widely deployed, but PEM technology is rapidly growing today due to its
compatibility with renewable energy sources (IEA).

Carmo, et. al. published a 2013 comprehensive review on PEM water electrolysis,
including how this type of electrolyzer works, a history of research and development, and a
detailed summary of various published literature on PEM electrolyzer research. It focused on
various attempts to improve the effectiveness, durability, and lower the cost of PEM systems
(Carmo). In a PEM electrolyzer, platinum and iridium are used as catalysts at the cathode and
anode respectively. These catalysts are applied directly with several different methods to a thin
membrane acting as a solid polymer electrolyte. Figure-4 is a schematic illustration of the
components and functions of a typical PEM Electrolyzer. PEM electrolysis technology offers
advantages over the other two electrolyzer technologies because PEM devices are compact and
more able to operate under the intermittent nature of electricity from wind or solar sources, so
PEM offers the performance and durability necessary for commercial scale green hydrogen
systems (Carmo).

The solid polymer electrolyte concept in PEM electrolyzers was idealized by Grubb,
where a solid sulfonated polystyrene membrane was used as an electrolyte (Grubb). This concept
is referred to as proton exchange membrane or polymer electrolyte membrane (PEM) water
electrolysis, and less frequently as solid polymer electrolyte (SPE) water electrolysis (Carmo). In
PEM electrolysis, a thin (~100 mm) perfluoro sulfonate polymer membrane (PFS) is used as a
solid electrolyte. This is a class of synthetic polymers with ionic properties that are called
ionomers (Carmo). The commercially branded Nafion membrane, invented in the late 1960s by
Dr. Walther Grot of DuPont Company, is one of the main types of materials used due to its
excellent chemical and thermal stability, mechanical strength, and high proton conductivity
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(Carmo). However, this material has two key disadvantages, cost and disposal. Nafion disposal is
environmentally challenging because it contains fluorine (Carmo).

Figure 1: Schematic of the operating principle of a PEM water electrolysis cell (Carmo).

Carmo, et. al. 2013 describes concisely how a PEM water electrolyzer functions. In PEM
water electrolyzers, water is supplied into the anode side of the cell, where oxygen evolution
reaction (OER) takes place. The water travels via small channels in the separator plates and
diffuses through the current collector. The water then reaches the catalyst layer, where the
molecules are split into electrons, oxygen, and protons. The oxygen gas flows back through the
catalyst layer and current collector to the separator plates in the opposite direction from the flow
of water, and then the oxygen leaves the cell. The electrons travel from the catalytic layer,
through the current collector, then through the separator plates, and then the electrons go to the
cathode side. The protons leave the anode catalytic layer through the ionomer, reaching the
membrane and passing through to the cathode side. After reaching the catalytic layer these
protons will combine with electrons to form hydrogen gas molecules. The hydrogen gas then
flows across the cathode current collector and the cathode separator plate, and finally hydrogen
leaves the cell (Carmo). After 50 years of research, PEM electrolysis technology is still
dependent on costly Nafion membranes, iridium for the anode, platinum for the cathode, and
titanium for the current collectors and separator plates (Carmo). However, this situation can be
attributed to the fact that not much research was done on PEM water electrolysis until the late
1990s (Carmo). The widespread concern about climate change, however, has generated new
interest for PEM electrolysis to produce green hydrogen; evidence for this interest is seen in the
rapid growth in recent publications on PEM electrolysis.

Since 1990, there has been a rapid increase in new PEM electrolysis installations. Now,
PEM accounts for the largest growth in new electrolyzer technology. Figure-5 illustrates the
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development of new electrolyzer capacity additions for energy projects globally. Prior to 2015,
most new built electrolyzers were based on alkaline technology. However, between 2015 and
2019, as the number of electrolyzer projects rapidly grew, PEM systems became the dominant
type of newly built electrolyzer technology globally. PEM technology has been chosen for 90%
of the 100 new electrolyzer projects built during the most recent five-year period. Most new
green hydrogen electrolyzer projects are being built in Europe, but similar facilities have also
been announced in Australia, China and the Americas (IEA). Over the last 20 years, the average
capacity of new electrolyzers has increased from 0.1 MWe to 1.0 MWe indicating a shift from
small, demonstration facilities to commercial-scale plants. The growing economies of scale will
contribute to lower unit capital costs in USD/kW and increase the supply of hydrogen sourced
from PEM electrolyzers (IEA).

Figure 5: Development of electrolyzer capacity additions for energy
purposes and their average unit size, 1990–2019. (IEA)

Fuel Cells
Proton exchange membrane fuel cells (PEMFCs) dominate the transportation fuel cell

market, and platinum is the catalyst material used for both anode and cathode inside these fuel
cells (Price). A fuel cell’s technology is essentially the inverse of an electrolyzer, generating
electricity through an electrochemical reaction of hydrogen and oxygen (Figure-6). The anode
splits the dihydrogen into electrons and two protons. The protons then pass through a porous,
electrolyte membrane driven by the oxidative potential of free oxygen from the injected air,
while the electrons are forced through a circuit generating an electrical current which can be used
to power an electrical motor (Price).

Hydrogen gas is fed to the anode where it adsorbs onto the catalyst surface. The adsorbed
hydrogen atoms each lose an electron and are released from the metal surface as protons. The
electrons flow to the cathode as current through an external circuit and the protons flow across
the PEM towards the cathode. Air is fed to the cathode and oxygen is adsorbed onto the catalyst
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surface. This bound oxygen is subsequently protonated by incoming H+ and reduced by incoming
electrons to produce water, which is then released from the catalyst surface. This water is forced
to exit the fuel cell by the hydrophobic nature of the surrounding media (Holton), so water vapor
is emitted as exhaust.

Figure 13: Schematic of proton exchange membrane (PEM) fuel cell. (Price)

A 2013 paper by Holton and Stevenson describes how PEMFCs work to generate electric
power from hydrogen and various issues which make platinum and its alloys the best available
materials to use for hydrogen fuel cells (Holton). This paper documents why platinum is the only
element which can meet the performance requirements while avoiding slow reaction kinetics,
proton exchange membrane (PEM) system degradation due to hydrogen peroxide (H2O2)
formation, and catalyst degradation due to metal leaching. A PEMFC electrochemically reacts
hydrogen with oxygen to produce electricity with water as its only emission. These fuel cells can
be used for transportation with no carbon dioxide emissions, so they have become more
interesting as climate change concerns have grown in recent years (Holton). Even when
hydrogen is produced from fossil fuels such as blue-hydrogen, the high efficiency of fuel cells
relative to internal combustion engines still offers the potential for reduced CO2 emissions
(CONCAWE). PEMFCs have been the main type of fuel cells used in the transportation market
for numerous reasons. They have a unique set of advantages for cars, trucks, and heavy vehicles,
including a low working temperature (80oC) so they can be started quickly; a high energy
density; robust and simple mechanics; ability to run on pure hydrogen, resulting in zero CO2

emissions; and use of ambient air for the oxygen supply (Holton).
PEMFCs currently use platinum as the catalyst at both the cathode and the anode, so

these fuel cells have the potential to create considerable demand for platinum (The Fuel Cell
Industry Review 2012). A recent US Department of Energy analysis indicates that platinum
represents approximately 17% of the total cost of an 80 kW PEMFC system using 2012
technology at commercial scale production (Holton). Because platinum is a costly material,
research is being conducted to develop substitute catalysts based on less expensive metals.
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Platinum is used as the catalyst for both the hydrogen oxidation reaction (HOR) occurring at the
anode and the oxygen reduction reaction (ORR) at the cathode (Holton). In most PEMFCs, the
platinum catalyst is deposited as small particles on the surface of somewhat larger carbon
particles that act as a support matrix (Holton). At the anode, hydrogen flows into the fuel cell and
reaches the platinum anode where the HOR takes place. Here the hydrogen adsorbs onto the
surface of the platinum electrode, breaking the hydrogen–hydrogen bond to give adsorbed
atomic hydrogen. Subsequent loss of an electron from each adsorbed hydrogen molecule leads to
hydrogen leaving the surface as protons (H+).

The 2013 review by Holton and Stevenson also describes how the kinetics of the HOR on
a platinum anode are very fast, so voltage losses are very small. As the HOR is fast, the focus of
catalyst improvement has always been on the cathode process (Holton). The ORR that occurs at
the cathode is more complicated and characterized by slow reaction kinetics (Holton). The ORR
is the most difficult challenge for PEMFCs because the catalyst material must be stable under
very corrosive conditions at a fuel cell cathode. It also must be chemically active enough to be
able to activate oxygen, and the cathode material must allow the release of the produced water
from the catalyst’s surface to release catalytic sites once the reaction is complete. Due to the
difficulties of the ORR, the cathode requires a higher concentration of platinum, more than
several times that of the anode (Holton). More than half of the voltage loss for a PEMFC system
occurs at the cathode (Holton).

Platinum as a Catalyst
The 2012 review of PEMFCs by Holton and Stevenson (Holton) focuses on the

fundamental requirements for an idealized PEMFC electrode material and evaluates the
performance of pure platinum compared to other pure metals and discusses other alternatives to
improve fuel cell catalysts. Figure-7 illustrates that platinum has the highest activity of all bulk
metals for metal hydrogen bonding energy; this is one of the major reasons that PEM fuel cells
and electrolyzers use platinum as a catalyst.

The electrode coating at the anode in PEM electrolyzers needs to be highly resistant to
corrosion while supporting sufficient electrochemical activity, and iridium is one of the very few
metals that meets these criteria (Price). The porous transport layer of a PEM electrolyzer requires
significant amounts of titanium-based materials coated with platinum (Price). The 2013 review
by Holton and Stevenson concluded that the great value of platinum as a catalyst in PEMFC
systems is that it outperforms all other catalysts in each of three key areas: activity, selectivity
and stability. Of all transition metals, platinum is the most ideal catalyst for both the HOR and
ORR in PEM fuel cells (Holton).

Platinum performance as a catalyst in fuel cells can also be improved by an order of
magnitude if its electronic properties are fine-tuned by combining platinum with other metals as
alloys. It is the performance of these modified platinum-alloy PEM fuel cells that represents the
benchmark with which other new materials must compete (Holton). Research into alternative
metals to replace platinum for PEMFC systems using cheaper metals has not yet discovered a
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better material (Holton). Alternative systems containing other metals have fundamental
limitations such as a lack of activity, poor selectivity leading to hydrogen peroxide formation, or
catalyst degradation caused by a lack of stability under harsh fuel cell operating conditions
(Holton).

Figure 14: Exchange current densities for cathodic hydrogen evolution vs. the bonding
adsorption strength of intermediate metal-hydrogen bond formed during the reaction itself; three

PEM metals are highlighted at the top of the chart, with platinum at the top. (Holton)

Jaouen, et.al., 2018 reviewed the status, concepts and challenges to discover catalysts free
of platinum group metals for building better and cheaper PEMFCs (Jaouen). A major challenge
for the development of PEMFC technology is to replace platinum with platinum-free catalysts
that perform in fuel cells with comparable activity and stability. The priority objective is the
substitution of cathode catalysts used in the oxygen reduction phase, which account for more
than 80% of platinum in current PEMFCs (Jaouen). Jaouen, et.al., 2018 conclude that major
breakthroughs have been achieved over the last decade in the design of catalysts based on
Earth-abundant metals for catalyzing the ORR or HOR that are compatible with PEMFC
technology and operate with overpotential requirements similar to those of conventional
platinum catalysts (Jaouen). The paper describes some advantages of these platinum-free
alternatives, which can be less sensitive to poisoning, when the catalyst material degrades over
time due to the harsh physical and chemical operating conditions. However, the authors also
describe two key ongoing challenges that need to be overcome for any platinum substitute: 1.
The electrochemical activities of substitutes are still lower than those of optimized platinum
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catalysts, and 2. The stability and durability of the catalyst materials during real world fuel cell
operating conditions are still not high enough for commercial purposes.

Global Economics of the Platinum Supply Chain
Most PEM electrolyzer and fuel cell devices require platinum and iridium. Both metals

are critical raw materials needed for hydrogen-based energy systems. Supply and demand of
platinum group metals (PGM) are described in a 2023 report: Scoping Report on the Material
Requirements for a UK Hydrogen Economy (Price). Platinum and iridium are two of the six
platinum group metal (PGM) elements, which also include palladium, ruthenium, rhodium, and
osmium. These six noble metallic elements occur together on the periodic table of elements
because they have similar chemical and physical properties, and they usually occur together in
the same mineral ore deposits. Platinum or palladium are often the main metals being mined
commercially, and the other PGM metals are considered by-products that contribute small
amounts to the producer’s revenues. Often, PGM metal ores are produced as byproducts of gold,
nickel, or copper mining (Mungall). Increased demand for the minor PGM metals like iridium
will contribute to higher prices. However, the primary producers (mining companies) will not
produce more for fear of eroding the price of the main commodity, platinum (Price).

Depending on the composition of the ore that is mined, platinum is either considered a
primary or secondary metal. In South Africa, the largest platinum producing nation, platinum is
the primary metal mined. Iridium is produced as a by-product of platinum mining and
processing operations in South Africa, and iridium volumes accounted for only 5% of platinum
volumes mined (N. E. Idoine). Because platinum is such a critical raw material in green
hydrogen production and in fuel cells, it is important to understand recent trends that impact the
price of platinum and iridium, including factors that impact both the supply and demand of these
precious metals.The price of platinum fluctuates higher and lower due to global supply and
demand in a similar manner to other raw materials and commodities, but platinum has always
been a precious metal which is difficult to find in sufficiently high concentration ores to justify
mining (Price). For many decades, Platinum mining has been highly geographically concentrated
in South Africa, with two other countries, Russia and Zimbabwe, making up most remaining
global platinum ore supplies (Figure-8). South Africa dominates the supply of platinum,
maintaining production levels of between 112,000 and 142,000 kg per year over the last five
years (N. E. Idoine). This platinum is mostly produced from several different mines within the
world’s largest platinum ore deposit called the “Bushveld complex” discovered north of
Johannesburg in 1924 (Mungall).

Platinum Supply, Geology, and Mining
Platinum production is supplied from two basic sources, ore that is mined from the

ground, and recycling of platinum from existing devices such as vehicle catalytic converters and
other machinery (IEA). Approximately 173,700 kg of platinum was produced globally by mining
operations in 2022 (N. E. Idoine). 73% of platinum came from South Africa in that year (Price).
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The other major producing nations are Russia which produced 12% of global platinum;
Zimbabwe produced 9%, and North America produced 4% of the world’s mined platinum
(Price). The British Geological Survey (BGS) published a report on the global supply of various
critical minerals for the period 2018-2022 (N. E. Idoine).

Figure 16: Share of mined platinum, iridium and ruthenium production in 2022 (Price)

The textbook, Exploration for Platinum Group Elements, published by the Mineralogical
Association of Canada (Mungall) is a thorough and detailed work describing the geological
origins of platinum, its geochemistry, types of ore deposits, and case-histories of the largest
platinum ore discoveries. Most of the world’s supply of platinum and platinum group elements
(PGE) is produced from magmatic ores derived from basaltic magmas (Mungall). Platinum is
originally formed in a variety of intrusive igneous rocks. The tectonic origins can be mid-ocean
ridges or igneous intrusions related to mantle plumes and subduction zones. Platinum is
typically formed in ultramafic rocks or hydrothermal rocks, which are high in magnesium and
low in silica. These platinum bearing rocks include peridotite, pyroxenite, and dunnite and are
typically found in areas of ancient continental crust or in ophiolite complexes (BGS). PGE
metals also share with copper, gold, and silver (Cu, Ag, Au) a tendency to prefer the formation of
covalent bonds with sulfur instead of ionized bonds with oxygen; this behavior puts PGE metals
in the group of “chalcophile” (copper-loving) elements.

Production Through Recycling
Platinum is one of the most highly recycled precious metals (Figure-9). Primary

production from mining represents only 35% of future supply, while 65% of platinum comes
from recycling processes (Moreira and Laing). Platinum is recycled from used or discarded
devices, jewelry, electronics, automobiles, medical equipment, etc. There are two types of
recycling of platinum: open-loop and closed-loop processes (Price). Open-loop (secondary)
recycling is the process that results in platinum available to new consumers. Closed-loop
recycling takes place when industrial users of platinum such as glass making and fuel refining
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continuously recycle and reuse platinum within the same facility, so this recycled volume of
platinum is not available to other consumers. Open-loop recycling was responsible for 22%
(48,000 kg) of global supplies of platinum in 2022 (Price).

Figure 9: Sourcing rates of various metals - recovery, recycling, or mining (Moreira and
Laing)

Platinum Demand
In 2022, the global hydrogen sector accounted for 2,740 kg of platinum demand which is

only 1% of total worldwide platinum demand (Price). In recent years, the top three industries
creating demand for platinum are automobile emissions catalysts, jewelry, and industrial
chemicals. The largest sector demand for platinum is from the automobile catalytic converter
market which accounted for 43% of global platinum demand in 2022 (Price); the second largest
sector demand comes from the jewelry business at 24% (Price). As of 2022, 12% of global
platinum demand comes from the industrial chemical industry for production of silicone, nitric
acid, and crude oil synthesis refining for fuel production (Price). Platinum’s biocompatible
characteristics mean that it is also useful in a variety of medical and dental procedures as well as
in the pharmaceutical industry for cancer medications (Price).

Future demand for platinum and iridium is highly uncertain and complex because some
industries related to hydrogen are ramping up while other industries, related to the traditional
gasoline and diesel vehicles catalytic converters, are predicted to decrease as electric vehicles
and fuel cell vehicles displace internal combustion engines. A 2022 World Bank forecast for the
demand of platinum and iridium linked to PEM electrolyzers illustrates the range of uncertainty
of future, cumulative demand from 2022-2050 from hydrogen production technology
(Figure-10). This forecast illustrates that the growth in global demand for iridium from
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construction of new electrolyzers is predicted to be much higher than the growth in demand for
platinum in most scenarios.

Figure 10: Projected range of cumulative gross demand up to 2050 for
platinum and iridium from hydrogen production. (Moreira and Laing).

This World Bank report also forecasts that the cumulative demand for platinum related to
hydrogen consumption will be dominated by PEM fuel cells and that the demand for platinum
coming from hydrogen fuel cell manufacturing over the same period through 2050 is predicted to
be much higher than the demand caused by electrolyzers in the hydrogen production business.
These forecasts of future demand are based on many uncertain economic and technical factors,
so the range on the charts reflect the World Bank’s view of uncertainty in their forecasts (Moreira
and Laing).

Figure-11 illustrates the World Bank’s 2022 forecast for future platinum demand from
mining sources due to the hydrogen sector until 2050 in 5-year increments. The future increase in
demand for platinum from the hydrogen sector is predicted to peak in 2030’s at 60 metric tons
annually and fall off after 2040 (Moreira and Laing). This represents a large increase in the
percentage of globally produced platinum required for the hydrogen sector over the next decade
By 2040 the World Bank forecasts global platinum demand from the hydrogen sector to reduce
to 10 metric tons annually, approximately the same demand as in the 2021-2025 period (Moreira
and Laing).

Figure-12 illustrates the forecast of future primary demand (from mining sources) of
platinum and iridium caused by the hydrogen sector until 2050 (Moreira and Laing). The
predicted growth in demand for iridium will be larger than platinum in most scenarios, so it is
likely that iridium will be even more critical than platinum in the future of green hydrogen
production.
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Considering the World Bank’s published forecasts for platinum demand from both
hydrogen production and hydrogen consumption, the consumption side of the future hydrogen
economy, especially PEM fuel cells, will dominate the future demand of platinum in the green
energy industry. PEM fuel cell demand for platinum is likely to be approximately 40 times
higher than demand created by PEM electrolyzers (Moreira and Laing).

Figure 11: Projected time path for net demand for primary platinum sources (mining)
from

the hydrogen sector through 2050 in 5-year increments. (Moreira and Laing)

Figure 12: Projected average annual primary demand for metals (from mining sources)
from the

hydrogen sector to 2050 as a percentage of current primary production. (Moreira and Laing)
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Discussion
There is substantial information in the literature about the beneficial material properties

of platinum as a catalyst in hydrogen energy systems compared to alternative materials. Research
into alternative metals could optimize for the areas where platinum is deficient, but the current
state of technology suggests that platinum is still the best catalyst option for producing hydrogen
from renewable energy and for consuming hydrogen with fuel cells. Researchers have also been
continually optimizing the use of platinum in hydrogen energy systems by alloying platinum
with other metals to minimize the amount of platinum required for PEM electrolyzers and fuel
cells.

Challenges related to platinum supply should not be ignored, including limited mining
locations, processing and supply chain complexities, and competing demand for platinum and
iridium from other industries. Alternative supply pathways for platinum need to be explored if
platinum is to remain the metal of choice in the future with respect to use in hydrogen energy
systems. The World Bank forecasts a 30% - 60% spike in global platinum demand from primary
mining sources between 2030 and 2040. Unless additional primary platinum supplies become
available, this could cause a strain on the supply of platinum during this period. In 2022, more
than half of global platinum supply was met from recycling of discarded equipment, so recycling
is an important aspect of platinum supplies; compared to other precious metals and critical
materials. The dependence of recycling in the platinum supply chain could create a dilemma in
the future, if recycling does not continue to produce a similar percentage of global supplies.

As many national and local governments adopt stricter regulations, limiting CO2

emissions from industry and transportation, hydrogen produced from renewable energy sources
will play an increasingly important role in meeting ever stricter emissions reduction targets. Blue
hydrogen produced from natural gas sources has proven to be controversial because although its
CO2 emissions are captured and stored underground, the total greenhouse gas emissions,
including methane leaks, have been demonstrated by some researchers to be as high as from
simply burning fossil fuels such as natural gas, diesel, or even coal (Howarth). Therefore, an
emphasis is now being placed on green hydrogen, which produces far lower greenhouse gas
emissions. Despite the uncertainty in the pace of adoption of hydrogen systems in the energy
transition, PEM fuel cells and electrolyzers will likely play a key role in future reductions of CO2

emissions from many hard to decarbonize industries and heavy vehicle transportation.
Iridium is a byproduct of primary platinum mining and processing, so the only way to

increase iridium supplies is by producing more platinum. An economic dilemma could be created
if platinum is produced in larger quantities than demanded in the pursuit of larger iridium
production. In this scenario, platinum prices would drop, and this could cause a disincentive for
platinum mining triggered by a greater demand for iridium vs. platinum used in PEM
electrolyzers. At times when this scenario becomes a reality, producers and consumers of PGM
metals should prepare for potential price instability of platinum and iridium.

Geopolitical considerations are an important issue which add to the uncertainty of future
platinum supplies. 85% of platinum is produced in only two nations, South Africa and Russia, so
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any political or economic disturbance in either of these countries could cause platinum and
iridium supply disruptions. Russia has a long history of international sanctions imposed on its
businesses. Economic sanctions often result in unanticipated negative side-effects such as supply
disruptions of exported commodities (UKTreasury). South Africa is even more important as a
primary source of platinum because 73% of global mined platinum comes from this nation.
Unfortunately, South Africa has recently experienced frequent electrical power outages. South
African PGM output in 2023 was 6 per cent below producers’ initial guidance and one of the
worst years in the past two decades. Electrical power blackouts are expected to continue until the
South African government solves the electrical power problems by investing in maintenance and
modernization (Bloomberg).

Several factors contribute to creating an incentive for research into platinum alternatives:
geopolitical uncertainty, growing demand from the hydrogen sector, and the fact that platinum is
costly to mine and process. Alternative catalysts for fuel cells and electrolyzers will add value if
they can be improved to perform as well as platinum or iridium in the future. It is crucial that
recycling continues to play a major role in the future because recycling is currently a larger
source of platinum production than supplies from mining. Eventually future platinum supply
growth will rely on geologists to discover new sources of platinum ore in the rocks of the Earth.

Concluding Remarks
This review highlights the role of platinum in the advancement of green hydrogen

technologies, specifically with respect to hydrogen production from renewable energy sources
and hydrogen consumption in PEM fuel cells. These hydrogen technologies are a crucial
component of the energy transition which is needed to minimize the greenhouse gas emissions
causing climate change. The geology of platinum has resulted in mining production from a small
number of locations, concentrating platinum sources in only three nations and creating potential
geopolitical risks that could impact the supply chain and economics of platinum. Surprisingly,
more than half of platinum demand is met through recycling, so recycling will continue to play
an important role as demand for platinum related to the hydrogen sector is expected to peak by
2040. Upon reviewing various peer-reviewed publications, it becomes evident that platinum is
the superior catalyst in the production and utilization of green hydrogen. Despite these
advantages, challenges such as the high cost of platinum, the geopolitics of future platinum
supply, and sustainability of both primary platinum mining and recycling persist. This suggests
that further research into promising alternatives such as alloys of platinum or new catalyst
materials is warranted.
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Can We Predict Ozone Loss from Wildfires Using Satellite Products?
Asura, Xinyu Tian

Abstract
Stratospheric ozone is so important that it protects life on Earth from ultraviolet light.

However, aerosols and ozone-depleting substances released by wildfires reduce stratospheric
ozone levels, which in turn affects life on Earth. The 2019/2020 Australian wildfires lasted for
six months (started in September 2019 and burned until February 2020). Here, I compare
NASA's Aura Microwave Limb Sounder (MLS) and MERRA-2 reanalysis records for 2017,
2018, 2019, and 2020. Shortly after increased levels of carbon monoxide were observed,
MERRA-2 reanalysis showed much lower levels of stratospheric ozone in 2020 than in
2017-2019. Carbon monoxide can be used as an indicator for predicting lower stratospheric
ozone, i.e., the level of carbon monoxide rises and the concentration of ozone in the stratosphere
falls. Therefore, satellites can be used to estimate changes in ozone levels by measuring changes
in the concentration of carbon monoxide in the atmosphere or the stratosphere.
Keywords Ozone depletion · Carbon monoxide · Australian Wildfires · Satellite products

1. Introduction
People care about the stratospheric ozone layer because it blocks UV radiation from the Sun

which protects life on the Earth. Stratospheric ozone depletion has implications for the health of
humans, animals, and plants. Reduced stratospheric ozone levels can lead to an increase in skin
diseases, cataracts, and a reduction in the capacity of the immune system. UV radiation
negatively impacts the bioactivity of organisms, and the ability of plants to photosynthesise and
may lead to genetic mutation or recombination in plants. For example, the UV-B radiation affects
the photosynthesis of phytoplankton. Phytoplankton are active in the euphotic zone, which is the
most vulnerable zone to UV-B radiation, resulting in reduced survival of phytoplankton and
other microorganisms. The reduction of phytoplankton and other microorganisms due to
increased UV radiation will affect the entire marine food chain and even the food web (Hegglin,
2022).

Numerous studies have pointed out that wildfires destroy the stratospheric ozone layer by
releasing water and aerosols (Salawitch, 2022) , (Bernath, Peter F., et al., 2022). The presence of
water and aerosols from wildfires can directly or indirectly cause ozone loss. However, ozone
loss due to the emitting of particles and pollutants such as CFCs that are released into the
atmosphere can cause big problems. For CFCs, they introduce chlorine into the stratosphere.
When chlorine is in the atmosphere, it can combine an oxygen atom which is within an ozone
molecule: O3 + Cl → ClO + O2. Then chlorine will attach an oxygen atom to produce a new
chlorine molecule again: O + ClO → Cl + O2. In this process, a single chlorine atom acts as a
catalyst and can break down about 100,000 ozone molecules per chlorine atom (Friedland,
Andrew, and Rick Relyea, 2015). Wildfires emit smoke and aerosol precursors which will
provide a surface on which chemical reactions can happen. The particles convert reservoir
chlorine to active chlorine that catalytically destroys ozone, which is the process same as CFCs
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destroy the ozone process. (Allen, Bob, 2017). These deep-convective events inject wildfire
emissions and tropospheric directly into the stratosphere. The injection of moist and
ozone-depleted air causes a reduction in stratospheric ozone. Wildfires will also inject aerosols
and form pyro-cumulonimbus clouds (pyroCb). They are explosive storm clouds formed by
smoke and heat from wildfires, often rising into the upper troposphere or lower stratosphere
(Glossary of Meteorology, 2021). This property allows them to inject smoke and aerosols into
the lower stratosphere during wildfires, and a single pyroCb can inject particles such as dust up
to 10 miles into the lower stratosphere and drift for over a year (Brian Dunbar, and Bob Allen,
2023). The particles convert reservoir chlorine to active chlorine that catalytically destroys
ozone, which is the process same as CFCs destroy the ozone process.

The 2019-20 Australian wildfires (ANY) began in September 2019 and burned until
February 2020. Peak fire activity occurred between December 2019 and January 2020. By 7
January 2020, the smoke travelled approximately 12,000 km across the South Pacific Ocean to
Chile and Argentina (SBS News, 2020). Pyro-cumulonimbus (pyroCb) deep convective events
were observed over the ANY fires. Hence, many studies have focused on the problem of the
relationships between ozone depletion and wildfires (Salawitch, 2022) , (Bernath, Peter F., et al.,
2022) , (Yu, Pengfei, et al., 2021) , (Santee, M. L., et al., 2021).
\ While there has been some research on forest wildfires that has focused on the effects of
nitrogen oxides, and chlorine-containing compounds on changes in stratospheric ozone levels,
few researchers have considered predictions of ozone depletion from remote sensing of fire
activity proxies like carbon monoxide (CO). I seek to lay the groundwork for predicting ozone
depletion in advance through satellite measurements of CO levels in the atmosphere. My
research will allow for the use of satellites to predict future ozone reductions.

2. Results
During the 2019-20 Australian Wildfires, it emits a lot of CO into the atmosphere. As

can be seen in Figure 1, between late 2019 and early 2020, in the southern hemisphere
mid-latitude (between 20°S and 60°S) region at a pressure of 100 hPa, there was a large increase
in stratospheric carbon monoxide levels due to the Australian wildfires.
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Figure 1. The CO concentration between 2017 to 2021 and the 2019/2020 Australian wildfire
(30°S).

As can be seen in Figure 2, around September 2019, carbon monoxide emissions
exceeded 2017, 2018, and 2020. From September 2019, CO started rising. This is consistent with
the September 2019 start of the Australian wildfires. Carbon monoxide emissions peaked in early
2020 (from December 2019 to January 2020), which is consistent with the carbon monoxide
massive January peak. At the January peak in 2020, wildfire emissions of carbon monoxide were
27.45% higher than the average of 2017, 2018, and 2019. Then, the carbon monoxide emissions
in 2020 slowly declined.

Figure 2. Carbon monoxide concentrations at mid-latitudes (20°S to 60°S).
Shortly after the CO enhancement, MERRA-2 reanalysis displays southern hemisphere

midlatitude and polar ozone depletion (Figure 2). Because aerosols and other ozone-depleting
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substances emitted by wildfires do not destroy ozone immediately, the reduction in stratospheric
ozone levels would follow a drastic change in carbon monoxide levels.

As can be seen in Figure 3, stratospheric ozone declines in the late 2020 to the beginning
of 2021. It can also be seen from Figure 4 that ozone levels in the stratosphere (50 hPa) from
20°S to 60°S begin to decline after October 2019, resulting in a decrease in total ozone levels in
2020.

Figure 3. The Ozone concentration between 2017 to 2021 and the 2019/2020 Australian wildfire
(30°S).

For stratospheric ozone levels in the mid-latitudes (Figure 4.a), overall ozone levels in
2020 are lower than in 2017, 2018 and 2019 due to the 2019-20 Australian wildfires' large
emissions of aerosols and particles that destroyed the ozone layer.
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Figure 4. (a) Ozone concentrations at mid-latitudes (30°S to 60°S). (b) Ozone
concentrations at polar region(70°S to 90°S).

Figure 4.b shows that ozone levels in the polar region at 100 hPa in all four years, 2017,
2018, 2019 and 2020, start to decline around August. This is due to the fact that ozone levels
decline every spring (from around August to around November) in the Southern Hemisphere.

Figures 4.a and 4.b show that around August, atmospheric ozone concentrations decrease
not only in the polar regions but also in the mid-latitudes. This is due not only to the large
amount of ozone-depleting substances emitted into the atmosphere by the Australian wildfires
but also to the fact that ozone-depleting air over the polar regions spreads away from the poles
during and after each winter and spring seasons, thus reducing average ozone at non-polar
latitudes.

3. Discussion
Large wildfires, such as ANY, inject large amounts of aerosols and other ozone-depleting

substances resulting in stratospheric ozone depletion that contributed to ozone levels in 2020 that
were lower than in 2017-2019. Due to the complex nature of wildfire emissions to the
stratosphere, a proxy for fire emission to the stratosphere, such as CO, would allow for useful
predictive capabilities. However, the increase in stratospheric CO levels at mid-latitudes
indicates that CO emissions peaked in mid-January 2020 (Figure 2), and a decrease in
stratospheric ozone levels in 2020 was detected by MERRA-2 reanalysis shortly thereafter. This
means that an increase in CO concentration means a decrease in ozone concentration, and vice
versa. From the above statement, we were able to predict changes in ozone levels in the
atmosphere -- particularly in the stratosphere -- from the levels of carbon monoxide released by
the Australian wildfires.

The case study of the 2019-20 Australian wildfires and the analysis of data from NASA's
Aura Microwave Limb Sounder (MLS) and MERRA-2 reanalysis demonstrates that satellites
can be used to predict stratospheric ozone loss after or during wildfires from stratospheric carbon
monoxide levels. Wildfires emit many ozone-depleting substances into the stratosphere, as well
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as carbon monoxide into the atmosphere. When carbon monoxide concentrations increase at the
time of a wildfire, this is often indicative of a decline in stratospheric ozone concentrations at a
later time. A decline in stratospheric ozone levels (which would lead to an increase in the
intensity of UV radiation entering the atmosphere) can impact not only humans but also the
biosphere as a whole. Therefore, predicting stratospheric ozone reduction by detecting carbon
monoxide concentrations emitted by wildfires and analysing the catastrophe would be beneficial
to the entire biosphere.

In this study, I demonstrated the possibility of using CO remote sensing as a proxy for
wildfire emission to the stratosphere to predict future reductions in ozone levels. I will look into
some research and keep an eye on the ongoing news of satellites predicting ozone to advance my
research. I will also collect more data, especially expand my data period, to get more data to
analyse. My experiment will fill the gap in atmospheric chemistry in terms of predicting ozone
reduction from satellite data, which will be more conducive for people to take precautionary
measures based on the predicted ozone reduction, which will contribute to the health of human
beings as well as the stability of the ecosystem.

4. Data and Methods
My database is derived from satellite databases published by the National Aeronautics

and Space Administration (NASA). I use the CO database from the Aura MLS measurements
Specifically, I primarily use the CO database from the Aura MLS measurements and the ozone
database from the MERRA-2 reanalysis. These data were captured by NASA's Aura satellite
between 2016 and 2021. I filtered the database data to focus on changes in stratospheric levels of
carbon monoxide and ozone in the region between 30°S and 60°S and the polar regions.

The CO data is and is filtered according to the recommendations put forth in the MLS
Aura Version 5.0x Level 2 and 3 data quality and description document. Version 5.0x features of
the CO database are centred on the upper mesosphere, and the difference in a priori accuracy
between v5.0x CO and v4.2x is smaller (1.5 times larger at 0.046 hPa, 1.5 times larger at 0.01
hPa, and 2 times larger at 0.01 hPa). Horizontal smoothing has been improved in v5.0x at and
above 0.01 hPa to maintain the stability of the retrieval. In addition, the vertical range of the
search has been extended to 0.00046 hPa (Livesey, N. J., et al., 2008), (Pumphrey, H. C., et al.,
2007)

Level 4 MERRA-2 data were used for stratospheric ozone concentrations. MERRA-2 is
an intermediate reanalysis (reanalysis is the process of reprocessing meteorological data using a
data system) that improves upon MERRA, where aerosol data assimilation, the representation of
ozone, and the use of precipitation observations In particular, aerosol data assimilation, the
representation of ozone, and on the use of precipitation observations to force the land surface
have successfully provided multidecadal reanalysis for the global data assimilation system
(Gelaro, Ronald, et al., 2017).
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Force Lab by Nandini Kolli, Kelley Ann Bethoney

Abstract
This research explores how athletes from different sports apply contrasting amounts of

force while completing three of the same movements. The procedure used in this study relies on
the Vernier Go Direct Hand Dynamometer, which is used to calculate the grip strength/force that
the athletes showed while completing all three movements. The major results of the study
showed that athletes who played tennis exhibited higher force than athletes in squash and ping
pong. In conclusion, the research strives to expand on how class 3 levers show the wide range of
motion athletes can demonstrate while playing their respective sports.

Introduction
The purpose of this research is to understand how force is exerted on certain arm groups

while athletes perform specific movements of their sport. The lab is carried out by 9
student-athletes who participate in sports such as ping pong, tennis, and squash. Each
student-athlete will complete the same series of motions: up and down, starting from the side of
the body and completing the motion up and over the opposite shoulder, and having the arm start
straight up and finish the motion by the opposite leg. As the students complete these motions,
they will be holding a Vernier Go Direct Hand Dynamometer with the same force as they would
hold their racquets, paddles, etc. The hand dynamometer can measure grip strength and pinch
strength by holding the sensor in a vertical position. The strength can be measured by applying
pressure for a series of short time periods (Learning Visualized with the Vernier Go Direct Hand
Dynamometer) The force applied will differ based on each sport due to the differing levels of
pressure they apply to their respective apparatus. The movements the student-athletes will
complete in this lab are class 3 levers. Class 3 levers are defined as where the fulcrum is on one
end and the force is applied to the middle and the weight it on the other end (“Types Of Lever -
Examples, Mechanism, Application, Definition”). In this lab, the fulcrum is the elbow, the force
is what will be calculated when the students complete the motions, and the weight is the hand
dynamometer.

Methods and Materials
Vernier Go Direct Hand Dynamometer (1), iPhone (1), Vernier Graphical Analysis

Software (1), Notebook (1), Pencil (1), Calculator (1)
To start, download Vernier Graphical Analysis Software on iPhone. Charge Vernier Hand

Dynamometer for 2 hours before collecting data. Once charged, turn on the dynamometer and
press the Bluetooth button. When the button blinks red, connect to the iPhone on Vernier
Graphical Analysis Software. Open a New Experiment and ask the participant to hold the hand
dynamometer the same way and with the same grip they would hold their respective apparatus in
their sport. Give the hand dynamometer to participate and ask them to complete Movement 1 (up
and down). Start the timer for 15 seconds and press collect on the Vernier Graphical Analysis
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Software app to start collecting data. Once 15 seconds pass, press stop on app and save the graph
to files. Ask the participant to complete Movement 2 (starting from the side of the body and
finishing over the opposite shoulder. Start the timer for 15 seconds and press collect on the
Vernier Graphical Analysis Software app. Once 15 seconds pass, press stop on the app and save
graph to files. Ask participant to complete Movement 3 (have arm start straight up and finish
movement by opposite leg). Start timer for 15 seconds and press collect on Vernier Graphical
Analysis app. Once 15 seconds pass, press stop on app and save graph to files. Repeat procedure
for each participant for their respective sport. After collecting data, review each graph and for
each movement and write down in notebook the force (in newtons) for 1-10 seconds. After, it is
written down collect the average of the force for the movement. Repeat step for all other
movements for other sports.

Table 1. Average Force (N) for Squash from Three Athletes for Three Movements

Table 2. Average Force (N) for Tennis from Three Athletes for Three Movements

Table 3. Average Force (N) for Ping Pong from Three Athletes for Three Movements
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Chart 1. Graph of Average Force Calculated for Three Movements in Squash, Tennis, and Ping
Pong.

Figure 1. Vernier Graphical Analysis Graph for Movement 1
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Figure 2. Vernier Graphical Analysis Graph for Movement 2

Figure 3. Vernier Graphical Analysis Graph for Movement 3
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Results
For movement 1 (up and down), the data showed that the average for squash had the

lowest force(N) among the averages for tennis and ping pong. The average force recorded for
squash was recorded at 9.01 N, while the average for tennis was 23.69 N, and ping pong was at
10.18 N. For movement 2 (starting from the side of the body and finishing over the opposite
shoulder), similarly, for movement 1, tennis has the highest force compared to squash and ping
pong, with ping pong being the second highest. The average force recorded for tennis in
movement 2 was 24.91 N, ping pong at 8.9 N, and squash having an average force of 7.76 N. For
movement 3 (arm starting straight up and finishing by the opposite leg, tennis once again had the
highest overall average force recorded at 21. 04 N. Contrastingly, squash has the second highest
average force for movement two which was 9.08 N. Leaving ping pong with an average force of
7.96 N for movement 2.

Discussion/Conclusion
The results of my lab showed a clear distinction between the average force calculated in

tennis compared to ping pong and squash. For all three movements, tennis had the highest
calculated average force overall. For Movements 1 and 2, the average calculated force was
tennis, ping pong, and squash. However, for Movement 3, squash had a higher average
calculated force than ping pong. The results do not align with the assumption that tennis and
squash have similar average forces compared to ping pong. Squash and tennis have similar
apparatus and use the same movements in their sport. Additionally, a ping pong paddle does not
require much force or grip strength because the ping pong ball is very light compared to a tennis
ball or a squash ball, leading to the assumption that the data collected for ping pong is faulty.
Furthermore, each movement was designed to portray a change in the average force calculated.
The force was calculated using Newton’s which measures acceleration, mass, and speed
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(“Newton Unit | Overview, Conversion & Examples - Lesson.”). For example, Movement 1 is
not likely to have a higher calculated force than Movements 2 and 3 in the case of Squash
because Movements 2 and 3 should require more force as the individual is moving their arms
from up to down and vice versa. Overall, my data expressed the average calculated force for
three sports for three movements. Although some data may be deemed to be imperfect the
purpose of the lab was to understand how a Class 3 Lever is used by athletes performing specific
movements of their sport which provides a larger understanding of how athletes are completing
commonly disregarded motions while playing and providing them an in-depth explanation of
how the force of the relationship between the fulcrum and load in a Class 3 lever describes the
ability for a large range of movement with relatively low effort and how it alters based on
different movements in different sports.
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An Examination in the Components of Music as it Relates to the Efficacy of Music Therapy
by Luke Xu

Abstract
Music therapy is a centuries-old technique used to treat a wide variety of disorders and

diseases. Multiple studies have indicated the effectiveness of music therapy in alleviating
symptoms while having virtually no observed adverse effects. Yet, little is known about the
mechanisms that enable its function. Existing research has indicated that the perceived
pleasantness of a piece of music affects an individual’s psychological response to that music, so
perhaps differences in the components of music will affect the success of music-based
interventions. Therefore, this paper aims to identify how four components of music (rhythmicity,
tempo, genre, and lyrical content) contribute to the efficacy of music therapy. We postulate that
changing these parameters would likely affect the efficacy of musical interventions. The best
choice of repertoire may vary and should be adapted to best suit each specific patient’s needs.
Ultimately, additional research must be conducted regarding music selection to maximize the
efficacy of music therapy.

Introduction
Music therapy (MT) has been around for millennia and has demonstrated its strength as

an extremely powerful tool for treating patients with various neurological and psychological
diseases (Kamioka et al.; Thaut). The Egyptians first wrote about the healing properties of music
in 1500 BC (O’Kelly). Later, the ancient Greek connected music and its influence upon a
person’s character and manners; up to and through the Middle Ages, Greek theories continued to
dominate the practice of medicine (Thaut). Although today’s rapidly evolving technology-based
world has completely reshaped the scientific community’s approach to healthcare and treatment,
music continues to play a crucial role in supplementing existing treatment plans. In its current
form, music therapy is the clinical use of music-based interventions, alone or in conjunction with
pharmacological interventions, to achieve the treatment or mitigation of symptoms (“What Is
Music Therapy?”; Giovagnoli et al.). Multiple studies have indicated the effectiveness of MT in
improving a wide variety of symptoms in patients with brain disorders, such as depressive
symptoms, gait issues in Parkinson’s disease, and social functioning in schizophrenia, all while
having little to no observed adverse effects or rejection by patients (Kamioka et al.).

Yet, little is known about the mechanisms behind MT that make it so effective.
Clements-Cortes and Bartel proposed a multi-layer approach to understanding the mechanisms
of music therapy (Clements-Cortes and Bartel), where the largest and most dominant layer is the
“learned cognitive response”. This phenomenon suggests that an emotional response is
associated with some piece of music as a learned response to cultural or societal influences
(Clements-Cortes and Bartel). These emotional responses then activate the second layer, which
acts on neural circuits (Clements-Cortes and Bartel). The neural circuits act on more neural
circuits, comprising the third layer (Clements-Cortes and Bartel). Finally, the fourth layer

190

https://paperpile.com/c/wg6g93/Douq+7ulp
https://paperpile.com/c/wg6g93/oh1K
https://paperpile.com/c/wg6g93/7ulp
https://paperpile.com/c/wg6g93/49B5+lOFQ
https://paperpile.com/c/wg6g93/49B5+lOFQ
https://paperpile.com/c/wg6g93/Douq
https://paperpile.com/c/wg6g93/9zH1
https://paperpile.com/c/wg6g93/9zH1
https://paperpile.com/c/wg6g93/9zH1
https://paperpile.com/c/wg6g93/9zH1


stimulates cellular-level responses (Clements-Cortes and Bartel). Research shows that the level
of dissonance (perceived pleasantness) in music affects the levels of brain activity in different
regions of the brain (Koelsch), indicating that the choice of music used during MT affects the
individual’s psychological response to that piece of music. So then a question remains: how does
the choice of music presented to the patient during MT influence the outcome and efficacy of the
treatment? In this review, we will examine how the different attributes of music contribute to the
efficacy of music therapy treatment.

Results
I. Rhythmicity and Tempo

Rhythmicity is one of the most fundamental components of music that catches our
attention and makes music possible (Honing; Levitin et al.). Rhythm is the ordered characteristic
of succession in music, and tempo is the speed at which that music is performed (Casseday et
al.). Three of the seven psychological mechanisms for the arousal of emotion in music listeners
proposed by Juslin are directly influenced by rhythm and tempo (Juslin). Two are of note for
their roles in MT: rhythmic entrainment, a gradual adjustment and synchronization of internal
bodily rhythms towards an external rhythm, and musical expectancy, a reaction to musical
structure and its expected repetition and continuation, or lack thereof (Juslin et al.; Juslin). The
effects of rhythmic entrainment extend to the inferior colliculus (IC), where Tierney and Kraus
demonstrated spikes in EEG activity in response to auditory stimuli in 124 tested high school
students with normal hearing thresholds and brainstem responses (Tierney and Kraus). The IC is
a major auditory hub of the brain that processes auditory signals and transmits/receives
information to and from other parts of the brain, such as the cerebellum (Thaut et al.; Casseday et
al.). The cerebellum acquires sensory information from pathways like the IC, and generates
motor output; thus, rhythmic entrainment aids in sensorimotor synchronization tasks (Thaut et
al.; Grahn et al.). Indeed, a trial conducted by Calabrò et al. combined rhythmic auditory
stimulation (RAS), consisting of music superimposed with a high beat, with daily treadmill
walking in 50 patients aged 62-81 years for 8 weeks (Calabrò et al.). Patients who underwent the
treatment plan demonstrated higher scores for gait characteristics and self-confidence in walking
ability compared to the control group, suggesting that patients with walking irregularities may
benefit from RAS treatment (Calabrò et al.). However, a study conducted by Leow et. al. showed
that a RAS tempo unsuitable for the patient conversely decreased step stability (Leow et al.).
Particularly, rhythmic stimuli create stable time scales for the brain to anticipate and use to
prepare for movement (musical expectancy) (Thaut et al.). During the selection of music
experiences, each individual patient’s optimal “tempo” must be taken into consideration; If the
patient is unable to follow along with or anticipate the beat, either because it is too fast, too slow,
or is without a clear pulse, gait characteristics can worsen (Leow et al.; Calabrò et al.).

Music therapy may also play a major role in the treatment of Autism Spectrum Disorder
(ASD). The primary effects of ASD are deficits in social communication, repetitive
behaviors/restricted interests, and sensory deficits (Marquez-Garcia et al.; Berger). MT has been
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shown to be superior to standard care and ‘placebo’ therapy in improving communication skills,
behavior, and socio-emotional reciprocity for ASD patients (Geretsegger et al.), likely because
MT recruits motor regions while listening to music (Chen et al.). Overy and Turner confirm that
musical rhythm is not only interconnected with movement but also strongly related to language
and its execution in speaking (Overy and Turner). In a study conducted by Kornysheva et al. of
18 healthy participants aged 22-29, fMRI imaging indicated that rhythmic stimuli improved
premotor cortex activity if the tempo was at the speed the subjects preferred versus tempo that
was not preferred (Bharathi et al.; Kornysheva et al.). This suggests that tempo may be an
important attribute of music. Berger conducted an experiment with 6 ASD children aged 8-12
during which the subjects participated in rhythmic exercises with musical instruments at a tempo
of 60 beats per minute (bpm) (Berger). Results from that study indicate that the slow tempo
interventions were able to reduce anxiety and repetitive behaviors, likely because the slow tempo
enables focus and calm in persons with ASD (Berger). The success of the results could have been
different if the study was conducted with fast music that did not promote calmness because
tempo affects arousal of the listener (Husain et al.). In addition to tempo, rhythmic entrainment
can effectively aid in stimulating speech, motor, and language networks in ASD (Bharathi et al.),
thereby suggesting that both rhythm and tempo play a large role in the effectiveness of MT.
Entrainment is a critical component of communication but requires careful selection. Borrie and
Liss conducted tests where 29 neurologically healthy individuals listened to pre-recorded
sentences from either healthy controls or speakers with dysarthria, a motor speech disorder that
results in slurred or stuttered speech and irregular volume (Borrie and Liss). They found that
interactants modified their speaking to more closely align with the rate and pitch variations of the
disordered speech (Borrie and Liss). In other words, the subjects’ speech worsened because it
became more similar to the dysarthric speech. This suggests that an improper selection of
musical attributes—for example, if the rhythmic or musical samples selected feature unstable
rhythms or unsuitable tempo—could lead to worsening speech patterns.

Within RAS and music therapy, whether in Parkinson’s, Autism Spectrum Disorder, or
any other brain disorder, rhythm and tempo must be carefully considered during the selection of
music experiences. We see that rhythmicity and tempo affects the efficacy of music therapy,
since a successful outcome relies on having a stable and salient rhythm of appropriate speed for
the specific intervention.

II. Genre
All music can be categorized into a genre, a broad grouping of traits such as style, form,

or traditions. Depending on the traits of each genre, music can elicit different emotions in the
listener, suggesting its possibility as a use for emotion regulation (Cook et al.) in emotional
dysregulation disorders like anxiety. Anxiety can refer to a range of related phenomena, but one
perspective defines it as an emotional state disorder caused by excessive worry, uncertainty/fear
of the future, or an immediate perceived risk (Grupe and Nitschke; Abuse). Anxiety is further
separated into two categories: state anxiety, a fleeting emotional state, and trait anxiety, which is
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part of an individual’s personality and usually underlies state anxiety (Farmer; Leal et al.). We
will focus on state anxiety in this section because MT generally improves levels of state anxiety
but not trait anxiety (Bahadir-Yilmaz; Biller et al.). Since music is a multipurpose coping
strategy that can aid in regulating emotion and preventing the onset of anxiety (Farmer), perhaps
the outcome of MT may be influenced by different musical genres. Kupeli and Gülnahar tested
Turkish patients aged 18-30 who underwent wisdom teeth removal and found that between
Western classical music, local cultural music, soft rock, and no music (control group), Western
classical music was most effective in reducing dental anxiety (Kupeli and Gülnahar). This result
suggests that specific genres of music appear to be more effective than others in producing the
desired music intervention outcomes. However, Labbe et. al conducted a study of 56 persons of
mostly Caucasian descent but some of African-American, Asian, or “other” ethnicity (Labbé et
al.). They concluded that Western classical music does indeed reduce anxiety and promote
relaxation, but so does music preferred by and chosen by the listener (Labbé et al.). The genre is
likely not as important as the patient deeming the music to be relaxing and enjoyable. Indeed, a
systematic review found that the genre and duration of music did not influence the effectiveness
of music intervention in anxiety and pain reduction, so long as the music was soothing to the
listener (Nilsson). Western classical music appears to be universally soothing (Diler Aydin;
Trappe and Voit), which may explain its effectiveness in various studies regarding MT. However,
these results still indicate that the influence of genre on MT effectiveness likely varies per patient
because musical preference and emotional response to different genres of music are subjective
(Yang et al.). Therefore, we suggest that doctors and researchers should select music based on
their patients’ genre preferences.

III. Lyrics
Apart from musical elements, choosing music with lyrics may also convey meaning

which may improve outcomes for patients after lyrical analysis intervention. The American
Music Therapy Association (AMTA) defines lyric analysis (LA) as a psychosocial MT treatment
used to assist patients in identifying personal issues, exploring emotions, and relating to the
experiences of others (Miller). Multiple studies have implicated the effectiveness of LA in
improving self-esteem and decreasing feelings of fear/distrust among patients with a variety of
disorders and mental illnesses (Jurgensmeier; Silverman, “Effects of Lyric Analysis Interventions
on Treatment Motivation in Patients on a Detoxification Unit: A Randomized Effectiveness
Study”; Jones; Baker). According to a survey sent out to AMTA members who identified as
having worked with patients in the “Mental Health” population, one of the rationales behind
selecting a song was the issues presented within the lyrics of the songs (Silverman, “The Use of
Lyric Analysis Interventions in Contemporary Psychiatric Music Therapy: Descriptive Results of
Songs and Objectives for Clinical Practice”). Particularly, discussion around lyrics that resonated
with patients may have helped them work through negative feelings or reinforced positive ones
(Jones). A study also found that lyrics belonging to various genres of music differed in how
likely that music was to inspire prosocial behavior (Ballard et al.). The feelings affected by LA
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interventions may, therefore, vary depending on the topics contained within the lyrics of the
selected repertoire. Furthermore, the music accompanying such lyrics also affects their
interpretation (Thompson and Russo; Baker). Sung lyrics were judged to be more meaningful
than spoken lyrics for familiar music (Thompson and Russo), indicating that the presence of
musical elements influences and enhances the emotional response to lyrics. Music appears to add
a secondary, deeper layer to the meaning and interpretation of lyrics; it adds emotional backing
and heightens the climax/resolution of lyrics (Baker). It can also assist in decoding the lyrical
material by clarifying the emotion and intention of the lyrics through elements like mood and
key, or simply convey a message that words could not due to limitations in language (Baker). It
is clear that the lyrical content and the musical accompaniment both work in tandem during
lyrical analysis to treat patients’ emotional states. Because variations in lyrics and music may
produce different responses, the selection of repertoire could be tailored to address issues
specific to each patient for maximum efficacy in treatment.

Discussion
This research paper found that some aspects of music like rhythmicity and lyrics

appeared to have a direct correlation with efficacy of music intervention treatment, while other
aspects like genre had less effect. Our findings indicated that, overall, the selected repertoire
should be adapted to suit the patient. During gait rehabilitation, the music should have a strong
and stable beat at walking speed for the patient to follow, while anxiety reduction treatments
should aim to place the patient in a relaxed and content state. In known MT treatments outside of
those discussed in this paper, the same likely holds true. In pain relief, for example, the patients’
preferred music helps distract them from pain (Hauck et al.). It should be noted, however, that in
some cases music therapy cannot be the sole intervention used to alleviate symptoms (Yi et al.).
A study evaluating the efficacy of depression treatment in abduction survivors found that while
music therapy was successful in treatment of depression, cognitive behavioral therapy was
nonetheless more effective in comparison (Yi et al.). For the more severe cases, MT interventions
are best paired with an established pharmacological intervention to improve overall treatment
results (Degli Stefani and Biasutti; Giovagnoli et al.). Although music therapy has already been
established as an effective alternative treatment tool, few research studies have been conducted
comparing different music selections during the intervention process. More research must be
done to understand the mechanisms behind its function and how to better utilize MT to achieve
desired effects, including what music to use, how best to administer it, and in which cases it can
be used as a standalone treatment. Understanding how different aspects of music, such as
rhythmicity, lyrics, genre, and tempo may affect MT intervention outcomes is the first step in
designing future controlled studies on this topic.

Conclusion
Music therapy is an age-old technique used to treat a variety of disorders and diseases

with little to no side effects. It plays an important role in modern clinical treatments, yet only
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recently have we started to understand the mechanisms behind which music therapy works and
how to use it most effectively. An essential component of MT treatment is the music used within
interventions, and this paper identifies several components of music that may affect MT
treatment efficacy. Variations in a few components of music like rhythm, tempo, genre, and
lyrical content appear to affect the efficacy of MT treatment. Understanding the components that
affect MT is the first step to personalizing music therapy, enabling us to target each individual’s
needs.
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Quantum Mechanics and the Wave Function by Dhairya Jaswani

Abstract
This paper attempts to explain some fundamental concepts and properties of wave

functions in quantum mechanics, such as what they represent and real-world examples of them.
In terms of mathematical background, this paper assumes that readers have some understanding
of complex numbers, calculus, and probability before reading. The paper gives a brief overview
of the development of quantum mechanics, then focuses on wave functions in quantum
mechanics, and situations in which they are used. It covers eigenfunctions, eigenvalues, and
operators in quantum mechanics, then introduces the Schrodinger Equation and an application of
it in the infinite square well. The paper also briefly discusses some real-world applications and
uses of wave functions as well as quantum mechanics in general, such as quantum computing
and transistors.

Introduction
In the words of Richard P. Feynman, "If you think you understand quantum mechanics,

you do not understand quantum mechanics." Quantum mechanics is in no way a simple topic, but
it certainly is interesting. In quantum mechanics, things are probabilistic. This is much different
from what is usually seen on the scale of larger objects in which everything is deterministic and
can be modeled and predicted almost exactly. The probabilistic nature of systems on extremely
small scales, the scale described by quantum mechanics, can be modeled by something known as
a wave function. Wave functions are an essential part of quantum mechanics and are the basis for
what sets quantum mechanics apart from classical mechanics.

Quantum mechanics is a relatively new field, as it appeared in the early 1900s, compared
to the well-known classical mechanics being hundreds of years old. One of the reasons it has
taken longer for quantum mechanics to surface and develop, along with more obvious factors
like other discoveries and technological advancements leading up to it, is that people were very
hesitant to accept it. The new and strange behaviors exhibited by quantum mechanical objects
were just too much of a change from the classical mechanics that people knew and could
observe. An example of this was shown by Albert Einstein, who famously said, “God does not
play dice,” when referring to the uncertainty described by quantum mechanics. This new notion
that quantum mechanics provided, one that stated that things acted on probability, was one that
many scientists of the time simply could not accept. However, as time passed and more
experiments and research occurred, this strange behavior of objects on the smallest scales
became no longer a theory, but a reality.

Quantum mechanics is something that may seem daunting to many who are just starting
to explore it. Many people may see strange symbols being used and think quantum mechanics
must be far too complicated, while others simply decide for themselves that it is impossible to
understand. And while it is true that getting a deep understanding of quantum mechanics is
something only a handful of people have managed to achieve, parts of it are much simpler than

200



they may initially appear. Some of the most important aspects of quantum mechanics can be
understood, at least to a certain extent, with just the knowledge of complex numbers and
calculus. It is this level of understanding of quantum mechanics, specifically with wave
functions, that this paper aims to instill.

A Brief History of Quantum Mechanics
Quantum mechanics was first born with Max Planck, who introduced the idea that light is

emitted in chunks of energy that are quantized and discrete, rather than being continuous. He
stated that these chunks come in energies equal to integer multiples of a constant multiplied by
the frequency of light. This constant was h, now known as Planck’s constant. It is often helpful to
use the reduced Planck’s constant , which is equal to . This created two equivalent equationsħ ℎ

2π

for these energy chunks, and , where is the frequency, and is angular𝐸 = ℎν 𝐸 = ħω ν ω
frequency.[1] Because of how small these energy chunks are, however, the energy usually appears
continuous. This helped to solve a problem at the time known as the “blackbody radiation”
problem, in which the view of light energy being continuous seemed to allow for some objects to
emit an infinite amount of radiative energy. This was nicknamed the “Ultraviolet Catastrophe,”
and was predicted by the Rayleigh-Jeans Law, the primary model at the time for describing the
intensity of radiation in relation to the temperature and frequency. The Rayleigh-Jeans Law
predicted that as the wavelength approached the ultraviolet end of the spectrum, the radiation
intensity would explode to infinity.[2] Planck’s discovery of these energy chunks solved that
problem and created a much better model for the radiation.
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Figure 1: A representation of the setup used in experiments on the photoelectric effect. Light is
targeted at the target material where electrons are stuck, and high enough frequency light will
cause electrons to be ejected and move to the cathode, creating a current. Credit: Citation [4].

A few years later, in 1905, Einstein interpreted these chunks of light energy as particles,
now called photons. This was as a result of the experiments conducted on the photoelectric
effect.[1] The photoelectric effect was seen in an experiment which showed that light waves with
shorter wavelengths, and thus higher energy, were able to knock electrons off of a material. In
the most prominent version of the experiment (see Figure 1), a voltage difference is created
between two plates by connecting them to a battery. Electrons are stuck to one of the plates, the
“emitter plate.” When no light or low energy light is shone on the emitter plate, no electrons are
knocked off and passed between the plates, so there is no current. However, higher energy
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(which is directly proportional to frequency) light is able to force some electrons off the emitter
plate and onto the other one, allowing a current to flow.[3]

Experiments conducted with the photoelectric effect revealed results that contradicted
predictions made based on the assumption that light was a wave. For example, a model that
treated light as a wave would predict that increasing the intensity and amplitude of the light
would increase the kinetic energy of the electrons emitted, while a higher frequency would lead
to a higher electron emission rate with constant energy, also leading to a higher observed current.
However, the results for the experiment actually showed the opposite. A higher intensity and
amplitude of the light led to an increase in electron emissions but no change in energy, while
higher frequency light resulted in higher kinetic energy of the electrons but the same rate of
emission. Einstein realized that these results were consistent with what would be predicted if
light was instead a beam of particles, and these particles are now known as photons. This also
revealed that the total energy of the photon is equal to the kinetic energy of the electron emitted
(each electron absorbs the energy of just one photon) plus the work function, which is the
threshold energy needed to emit an electron at all, and varies depending on the metal. This is
modeled in the equation

(1)𝐸𝑝ℎ𝑜𝑡𝑜𝑛
= 𝐾𝐸

𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛
+ ϕ

where is the work function. The energy of the photon was also shown to be described byϕ
Planck’s equation , but while Planck had earlier believed it was simply a property of the𝐸 = ℎν
problem he was working with, Einstein realized that this property of quantized energy chunks
was inherent to light itself.

Neils Bohr conducted important work in establishing a model for the atom that
incorporated quantum mechanical properties. He created a model that satisfied and correctly
explained properties that had been observed, such as the quantization of energy. However, his
model also included features that were much different than what classical mechanics would
predict. For one, the Bohr model said that the electron could jump between energy states, for
example from the ground state to excited states.[5] This could be done by the absorption of a
photon for a jump to a higher energy state, and the emission of a photon for a jump to a lower
state (see Figure 2). The energy of these photons were equivalent to the difference in energy of
the two energy states, and given for photons, the frequency of the photon could then be𝐸 = ℎν
calculated. The photon emissions from such energy jumps lead to atomic spectra, one of the best
known being the Balmer Series of visible light emissions, which results from electrons jumping
to the n = 2 energy state from higher states of a hydrogen atom. While it was true that his model
only worked for hydrogen or hydrogen-like atoms with one electron, it still provided important
ideas and insights for a complete and conclusive model. Features of his model also led to the
observation that electrons displayed both wave-like and particle-like properties in differing
scenarios, and this idea would be built upon in future experiments.[1]
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Figure 2: A representation of Bohr’s model for the hydrogen atom, with electrons orbiting
around a small nucleus, and electrons switching energy states by absorbing or emitting photons.

In 1924, Louis de Broglie proposed the idea that not only electrons but all particles have
waves associated with them.[1] He suggested that both their angular frequency andω
wavenumber were related to their energy and momentum by and ,𝑘 𝐸 = ħω 𝑝 = ħ𝑘
respectively, where is , and is wavelength. This meant that larger systems with a high𝑘 2π

λ λ
energy and momentum compared to individual particles had much larger frequencies and
wavenumbers, which is why matter on large scales does not display observable wavelike
properties. This fact that all particles had associated waves led to wave-particle duality, which is
still not entirely understood. However, the very basic and general idea is that particles behave as
waves until they are measured, at which point they behave like particles.

It was just two years after this, in 1926, that Erwin Schrodinger published his work on a
differential wave equation[1] that governed how these waves, or “wave functions,” usually
represented by evolved and moved through space and time. This equation is known as theψ
Schrodinger Equation and is one of the most important equations in quantum mechanics, which
will be discussed in more detail later. While the idea of a wave function had been developed for
quite some time prior to this equation, namely through the De Broglie relationships, this was the
first time that the wave function was explicitly constructed and described. Despite the fact that

204



his equation correctly modeled wave functions, however, he did not know at the time what they
represented.

These wave functions were later correctly interpreted by Max Born as probability
amplitudes. This introduced Born’s rule, which states that the actual probability, or probability
density of finding a particle at some location x is given by

,[1] (2)𝑃(𝑥) = |ψ(𝑥)|2 𝑑𝑥
and the probability over some interval is integral over that interval. Born’s rule also introduced
the basis of the probabilistic nature of quantum mechanics, setting it off from deterministic
classical mechanics. This probabilism is not some result of lack of information about a particle or
system; these measurements of position and other properties are fundamentally random and
unpredictable. This same principle can be applied to other properties of the particle too, as will
be soon shown.

One of the most popular experiments conducted in quantum mechanics is the double-slit
experiment (see Figure 3). In this experiment, a beam of photons (electrons are also sometimes
used) is shot, one at a time, towards a plate with two slits in it.[6] Behind the plate, there is a
screen that detects where an electron makes contact. Following classical mechanics, one might
expect to see two distinct lines on the screen form, one from electrons passing through each slit,
or a random distribution of them. And while the dots on the screen may seem randomly
distributed at first, as time passes and more particles are shot, multiple distinct strips are
observed. This is an interference pattern from the constructive and destructive interference of the
particles behaving as waves entering the two slits, with particles denser in the middle and less
towards the sides. Covering one of the slits removed this pattern, as did placing a device near the
slits to observe which slit the particle passed through. This proved both the wave nature of
electrons and other particles, and that the wave function represented the probability amplitude
function. It was also a great example of the fact that particles/waves behave differently upon
measurement, as placing an observer device at the slits to record which slit the particle passes
through results in the classically expected two slits. The research and experiments, such as this
one, conducted on the behavior of particles by researchers has led to quantum mechanics as it is
known today.
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Figure 3: A simplistic representation of the double slit experiment, in which a beam of electrons
or photons is shot towards a plate with two slits and recorded by a screen on the other side. The

positions on the screen initially seem random, but an interference pattern caused by the particles’
wave-like nature begins to form as time passes.

Wave Functions
Basics of Wave Functions

Wave functions are the basis of much of quantum mechanics. A wave function is a
complex function, meaning it is made of up real and imaginary components, that describes a
quantum system. Mathematically speaking, it represents the probability amplitude function as
found by Max Born. This results in the actual probability being represented by Equation (2) as
shown earlier.

The wave function of a quantum system can be used to determine every property of the
system that can be experimentally measured, such as position, momentum, and energy, up to a
level of certainty. However, as a result of properties of wave functions, there is a non-trivial
amount of uncertainty in properties of the system prior to a measurement being made. Almost
every strange quantum mechanical phenomenon that can be observed is a direct result of the fact
that particles and systems are associated with wave functions that encode this uncertainty. This
also results in one of the most important strange phenomena, being that the behavior of a system
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is probabilistic on atomic and subatomic scales. This is in contrast with the deterministic
behavior observed on larger scales modeled by classical mechanics.

Before discussing the workings of these wave functions, what do they actually look like?
Since they are complex functions, they are difficult to visualize, as it would require use of the
complex plane as well. It turns out that graphing the complex components of wave functions in
isolation is not entirely necessary. Because of this, it is often the square of the complex height, or
amplitude, of the wave function that is graphed.

Now, the real part of the graph can take on nearly any shape and size. However, there are
some restrictions on what wave functions are acceptable. For one, wave functions must be single
valued, meaning each (x,t) input should have exactly one value on the wave function. Wave
functions must also be “smooth,” meaning that they can be graphed without any sharp points or
bends; in other words, they must be differentiable. Additionally, wave functions must be
continuous, for which they must satisfy three properties: for every x, the function mustψ(𝑥)
exist, the limit must exist, and = . While there are some technicalities

𝑎→𝑥
lim ψ(𝑎) ψ(𝑥)

𝑎→𝑥
lim ψ(𝑎)

with these conditions, they are very rare, so they will not be discussed. There is also the
condition of normalization which is discussed later.

Operators, Eigenfunctions, and Eigenvalues
The next step is to understand what operators are. In basic terms, operators are

mathematical entities that act on something, in this case on wave functions, in a specific way.
Nearly anything can be an operator, an example being the operator 1, which simply returns the
same function back. Or, it could be , the derivative operator, which takes the derivative of the𝑑

𝑑𝑥

function it acts on. However, there are different types of operators, and in quantum mechanics
Hermitian operators are the most important as they are the operators used to define physical
observables. Observables are properties of a system which can be determined experimentally

such as position or momentum. An operator is defined as Hermitian if it satisfies the condition𝐴
^
 

(3)𝐴
^

= 𝐴
^†

The operator is known as the adjoint or Hermitian adjoint of and is defined as the𝐴
^†

𝐴
^

operator corresponding to such that𝐴
^

(4)∫ (𝐴
^
ψ

1

*
(𝑥))ψ

2
(𝑥) 𝑑𝑥 ≡ ∫ ψ

1
*(𝑥)(𝐴

^†
ψ

2
(𝑥)) 𝑑𝑥

for any functions and , and where is the complex conjugate of . Theψ
1
(𝑥) ψ

2
(𝑥) ψ

1
*(𝑥) ψ

1
(𝑥)

complex conjugate is defined as inverting the sign of all imaginary units , such as changing𝑖 𝑒𝑖𝑥 
to . Hermitian operators are also known as self-adjoint operators.𝑒−𝑖𝑥

Usually, the action of an operator on a wave function will result in a different wave
function. However, associated with every operator there exists a set of wave functions for which
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the action of the operator upon it results in the same wave function again, multiplied by a scalar.
This can be represented by the equation

(5)𝐴
^
ψ

𝑎
(𝑥) = 𝑎ψ

𝑎
(𝑥)

where is a complex number. Here, is the eigenfunction, or the eigenstate, of𝑎 ψ
𝑎

𝐴
^

corresponding to the eigenvalue . Upon measurement of an observable represented by a certain𝑎
operator, the measured value will be one of the eigenvalues of the operator. Additionally, the
wave function acted on by the operator will collapse into one of the eigenfunctions through
probability. This can be shown through the example of electron spin, where an electron can
possess either spin ½ or -½. Upon measurement of the spin of an electron, its corresponding
wave function collapses into an eigenfunction of the spin operator.

Hermitian operators have some interesting properties regarding their eigenfunctions and
eigenvalues. For one, Hermitian operators will always have strictly real eigenvalues.[7] However,
the eigenfunctions may be complex. Additionally, eigenfunctions of a Hermitian operator can
always be chosen such that they are normalized and mutually orthogonal. A wave function is
normalized if the probability for finding the particle it represents at any location sums to be 1.
For two wave functions to be orthogonal, they must satisfy the condition

(6)
−∞

∞
∫ ψ

1
*(𝑥)ψ

2
(𝑥) 𝑑𝑥 = 0

The eigenfunctions of a Hermitian operator form a “complete” set such that any wave
function can be represented as a linear combination of them, and this set is also known as a
basis.3 In this sense, a linear combination is the sum of these eigenfunctions with each term
multiplied by a scalar, sometimes referred to as an expansion coefficient. This can be used to
represent any wave function as a linear combination of eigenfunctions corresponding toΨ(𝑥) ψ

𝑛 

some arbitrary operator through the equation

(7)Ψ(𝑥) =
𝑛=1
∑ 𝑐

𝑛
ψ

𝑛

where all are the expansion coefficients and are complex numbers. These expansion𝑐
𝑛

coefficients can be used to determine the probability of the wave function collapsing into a
certain eigenfunction as discussed earlier. The probability of collapse into an eigenfunction isψ

𝑛

equal to , assuming the wave function and eigenfunctions are normalized. In a similar way,|𝑐
𝑛
|2

the probability for finding a particle in some region is given by

(8)𝑃(𝑥) =
𝑎

𝑏
∫ |ψ(𝑥)|2 𝑑𝑥

as given from Born’s rule.[8] To ensure the wave function is normalized as mentioned earlier, the
wave function must satisfy
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(9)
−∞

∞
∫ |ψ(𝑥)|2 𝑑𝑥 = 1

or in other words, the particle must be found somewhere. If it is not equal to one, that would
mean that there is either a higher than 1 probability of finding the particle over infinite space, or
a less than 1 probability, neither of which is possible.

Position, Momentum, and the Heisenberg Uncertainty Principle
A commonly used operator is the momentum operator,

(10)𝑝
^

=− 𝑖ħ ∂
∂𝑥

and it can be used as an example for the eigenfunction property. Here, the eigenfunctions turn out
to be wave functions in the form

(11)ψ = 𝑒𝑖𝑘𝑥

where is the wave number defined as with wavelength . Plugging in for in𝑘 𝑘 = 2π
λ λ ψ

with eigenvalues , it is found that𝑝
^
ψ = 𝑝ψ 𝑝

(12)𝑝
^
ψ =− 𝑖ħ ∂

∂𝑥 𝑒𝑖𝑘𝑥 = ħ𝑘 𝑒𝑖𝑘𝑥 

Thus, it is found that for eigenfunctions associated with the momentum operator, the𝑒𝑖𝑘𝑥

eigenvalues are . Thus, systems described by a wave function of the form haveħ𝑘 𝑒𝑖𝑘𝑥 
momentum .𝑝 = ħ𝑘

For the position operator, another common operator denoted by either or , the𝑋
^

𝑥
^

eigenfunctions are Dirac deltas in the form with the operator being simply defined asδ(𝑥 − 𝑥
0
)

(13)𝑋
^

= 𝑥
Dirac deltas are defined such that the delta is equal to zero everywhere except forδ(𝑥 − 𝑥

0
)

when , where the argument becomes zero and the delta peaks to infinity. Here, is the𝑥 = 𝑥
0

𝑥
0

position the function should peak at. Having these deltas as position eigenfunctions makes sense,
because these delta functions represent certainty in the position of a particle. The corresponding
eigenvalue is thus simply . It is important to note that Dirac deltas are not functions in the𝑥

0

mathematical sense and do violate properties that wave functions must have. Because of this,
they are not actually physical and do not exist as wave functions in the real world, but they are
used as a theoretical and technical example.

In general, operators do not commute, which is also the case for the position and
momentum operators. This means that the order in which operators are applied to a wave
function matters, and flipping the order could change the result. There are some cases where
operators do commute, and their order of application does not matter, but such cases are not
frequent. The commutativity of two operators can be checked using the commutator, denoted
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For the position and momentum operators, it would then be The commutator of[𝐴
^
, 𝐵

^
]. [𝑥

^
, 𝑝

^
].

these two operators, which can be replaced by any general operators, would be defined as

. (14)[𝑥
^
, 𝑝

^
]ψ(𝑥) = 𝑥

^
𝑝
^
ψ(𝑥) − 𝑝

^
𝑥
^
ψ(𝑥)

Simply speaking, it defines how much of a difference the order of two operators makes. In this

case, . This means that the position and momentum operators do not commute, and[𝑥
^
, 𝑝

^
] = 𝑖ħ

their order does matter. Switching the order of the operators inside the commutator does not
make a significant difference, as it would simply change the value from positive to negative or
vice versa.

The commutator leads directly to a property that a group of operators and observables can
share, which is compatibility. It is essentially the same as commutativity, but in this case it also
provides information about the uncertainty in measuring observables simultaneously.
Observables and their corresponding operators are compatible if they can be measured and
known with certainty at the same time. This is something that occurs when the commutator of
the operators is equal to zero, since it means that the order in which the two observables are
measured does not change the result, and thus there is no uncertainty in knowing the two
observables at the same time. However, if the commutator has a nonzero value for two operators,
such as the position and momentum operators, the associated observables cannot both be known
simultaneously with certainty at the same time and are incompatible.

This uncertainty can be strictly represented by something known as the Heisenberg
Uncertainty Principle, or simply the uncertainty principle, discovered by theoretical physicist
Werner Heisenberg.[10] It is most commonly known and used for position and momentum, and it
states that

(15)σ
𝑥
σ

𝑝
≥ ħ

2

The symbol , or sigma, represents the uncertainty in the measurement of an operator. Thisσ
relation means that the product of the uncertainty in the measurements of both position and
momentum of a particle at the same time will always be greater than or equal to . Thus, if theħ

2

certainty in one measurement increases, there will be an increasing uncertainty in the other, and
they cannot be known with a high level of certainty simultaneously. It is very important to note,
however, that this relation is only true on quantum scales, not for most objects one would see
everyday. For these macroscopic objects, such observables can be measured and known at the
same time with a level of certainty, one that often exceeds the precision of the measuring tools
being used. While the uncertainty principle is usually shown for position and momentum,
different uncertainty relations exist for other operators.

The Hamiltonian and the Schrodinger Equation
While the position and momentum operators are common operators that are fundamental

to describing and measuring particles and other quantum systems, an arguably more important
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operator is one known as the Hamiltonian. The Hamiltonian of a system is the operator
representing its total energy. This gives the eigenfunction equation

(16)𝐻
^
ψ(𝑥, 𝑡) = 𝐸ψ(𝑥, 𝑡)

The Hamiltonian itself can be decomposed into the sum of two terms representing the kinetic and
potential energy. The kinetic energy term can initially be modeled by the equation

(17)𝐾𝐸 = 1
2 𝑚𝑣2

where is the kinetic energy, is the mass and is the velocity. After substituting in for the𝐾𝐸 𝑚 𝑣
fact that , with momentum it can be written that𝑝 = 𝑚𝑣 𝑝,  

(18)𝐾𝐸 = 𝑝2

2𝑚

The potential energy is a function that will vary depending on the system, so it can simply be
represented by some function . That results in the expression𝑉(𝑥)

(19)𝑝2

2𝑚 + 𝑉(𝑥)
However, the Hamiltonian operator replaces and with the momentum and position operators,𝑝 𝑥
respectively. Substituting both of those in from Equation (9) for momentum and Equation (12)
for position,

(20)𝐻
^

=− ħ2

2𝑚
𝑑2𝑥
𝑑𝑥2 + 𝑉(𝑥)

Finally, applying the wave function to both sides and using the eigenfunction equation for the
Hamiltonian, it is found that

(21)𝐸ψ(𝑥) =− ħ2

2𝑚
𝑑2

𝑑𝑥2 ψ(𝑥) + 𝑉(𝑥)ψ(𝑥)

This equation is actually quite important. In fact, this equation is the time-independent
Schrodinger Equation. The Schrodinger Equation is possibly the most important equation in
quantum mechanics, governing the motion and evolution of wave functions, and used to solve
for wave functions in specific situations. Along with the time-independent Schrodinger Equation
there is a time-dependent Schrodinger Equation, which includes time dependence and time
derivatives in the equation, and is written as

[11] (22)𝑖ħ ∂
∂𝑡 ψ(𝑥, 𝑡) =− ħ2

2𝑚
𝑑2

𝑑𝑥2 ψ(𝑥, 𝑡) + 𝑉(𝑥)ψ(𝑥, 𝑡)

The time-dependent equation is more frequently used in real-world applications, as it accounts
for evolution through time as well as space. As the Schrodinger Equation is a second-order
partial differential equation, it is also linear. That means that any arbitrary linear combination of
the solutions to the equation is itself also a solution.

Both the time-dependent and time-independent Schrodinger Equations shown above only
describe wave functions in one spatial dimension. The equation can be expanded, however, to
describe wave functions in two and three spatial dimensions, and for theoretical purposes, higher
dimensions too. While it does end up making the equations larger and more messy in general, it
is important to know that it is possible to expand the equations to higher dimensions.
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A common method used to solve the time-dependent Schrodinger Equation is known as
separation of variables. As the name might suggest, this method involves splitting the wave
function into the product of two functions, each one only dependent on one variable. This can be
shown as

(23)Ψ(𝑥, 𝑡) = ψ(𝑥)ϕ(𝑡)
The separated wave function is substituted into the Schrodinger Equation, which is then
rearranged such that one side of the equation is entirely time-dependent, while the other side is
only space-dependent. This not only makes this a standard differential equation instead of a
partial differential equation, it also makes it more convenient to solve for the wave function
overall. This method can be used to solve for the complete wave function in many different
situations, both theoretical and practical.

Solving the Schrodinger Equation in the Infinite Square Well
One such famous system that the Schrodinger Equation can be applied to is known as the

infinite square well. It is a theoretical example commonly used to demonstrate how the
Schrodinger Equation can be used to solve for wave functions given some initial conditions and
requirements. In this example, a particle is trapped in a 1-D box of length L and infinitely high
potential walls. The walls and the area outside the box have infinite potential energy, while there
is zero potential inside the box.[12] These conditions have two important implications. First, the
potential energy term in the equation can be disregarded for regions inside the box, and second,
there should be a zero probability of finding the particle anywhere outside the box, meaning the
wave function is equal to zero everywhere outside the box. In order to keep the wave function
continuous, the value of the wave function at both walls should also be equal to zero. These set
the boundary conditions for the problem.

It is known from the initial conditions that the potential energy inside the box is equal to
zero and the potential energy term in the Schrodinger Equation can be disregarded, so the
Schrodinger Equation in this situation can now be written as

(24)− ħ2

2𝑚
𝑑2

𝑑𝑥2 ψ(𝑥) = 𝐸ψ(𝑥)

This has solutions in the form

(25)ψ(𝑥) = 𝐴𝑒𝑖𝑘𝑥 + 𝐵𝑒−𝑖𝑘𝑥

Now, since the wave function must be equal to 0 at both and , 0 can be plugged in𝑥 = 0 𝑥 = 𝐿
for and it is found that . This results in𝑥 𝐵 =− 𝐴

(26)ψ(𝑥) = 𝐴𝑒𝑖𝑘𝑥 − 𝐴𝑒−𝑖𝑘𝑥

Euler’s formula can be applied here, which states

(27)𝑒𝑖θ = 𝑐𝑜𝑠(θ) + 𝑖𝑠𝑖𝑛(θ)
After substituting and as for the first and second terms, respectively, and applying𝑘𝑥 − 𝑘𝑥 θ
Euler’s formula, Equation (25) can be simplified to

(28)ψ(𝑥) = 𝐴𝑠𝑖𝑛(𝑘𝑥)
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Note that here, is the normalization constant, or the constant by which the wave function must𝐴
be multiplied to remain normalized, and will be solved for soon. From the condition that at L, the
position of the second wall of the box, the wave function must equal zero, it is found that

(29)ψ(𝐿) = 𝐴𝑠𝑖𝑛(𝑘𝐿) = 0
For this to be true, must be equal to zero. A property of the function is that it is𝑠𝑖𝑛(𝑘𝐿) 𝑠𝑖𝑛
equal to zero when it has an argument for any integer This means𝑛π 𝑛.

(30)𝑘𝐿 = 𝑛π
and is found as𝑘

(31)𝑘 = 𝑛π
𝐿

Thus, the wave function can be written as
(32)ψ

𝑛
(𝑥) = 𝐴𝑠𝑖𝑛( 𝑛π

𝐿 𝑥)

for positive integers , and each integer results in a different eigenfunction.𝑛 𝑛
The final step in finding the eigenfunctions is to solve for , the normalization constant.𝐴

It can first be plugged into the normalization requirement. This results in the equation

(33)
−∞

∞
∫ |ψ

𝑛
(𝑥)|2 =

0

𝐿
∫ |𝐴|2𝑠𝑖𝑛2( 𝑛π

𝐿 )𝑑𝑥 = 1

The bounds of the integral are changed to 0 and as the wave function is zero anywhere outside𝐿
of that range, as given by the initial conditions. The integral itself can be solved and simplified to
find that

(34)|𝐴|2 𝐿
2 = 1

meaning

(35)|𝐴| = 2
𝐿

This leads to the result that the infinite square well has eigenfunctions in the form

(36)ψ
𝑛
(𝑥) = 2

𝐿  sin( 𝑛π
𝐿 𝑥)

Plugging this into Equation (23) it is found that corresponding to the Hamiltonian, these
eigenfunctions have energy eigenvalues in the form

(37)𝐸𝑛
= 𝑛2π2ħ2

2𝑚𝐿2

with mass of the particle . Recall that for both the eigenfunctions and eigenvalues, L is the𝑚
length of the infinite square well, and is a positive integer starting from 1. When ,𝑛 𝑛 = 1
notice that the energy is not equal to zero. This is because the energy of a particle will never be
exactly equal to zero, and instead will have some minimum energy at the eigenvalue. The𝑛 = 1
state corresponding to this lowest energy value at is known as the ground state while the𝑛 = 1
states corresponding to higher ’s are known as excited states and have higher energy values. In𝑛
fact, the energy levels increase in the form of a quadratic as increases, since as increases the𝑛 𝑛
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energy values are scaled by a factor of . Plugging in the values for , , and results in the𝑛2 𝑛 𝑚 𝐿
actual energy value corresponding to the chosen .𝑛

Another important thing to notice is that the eigenfunctions here are time-independent.
This means that they can be substituted for in the separation of variables from earlier, inψ(𝑥)

Equation (22). The time-dependent part can be solved to be , so it is found that theϕ(𝑡) 𝑒
−𝑖

𝐸
𝑛
𝑡

ħ

complete, time-dependent wave functions

(38)Ψ
𝑛
(𝑥, 𝑡) = 2

𝐿  sin( 𝑛π
𝐿 𝑥) 𝑒

−𝑖
𝐸

𝑛
𝑡

ħ

are solutions to the time-dependent Schrodinger equation as well as the 1-D infinite square well.
As a result of the linearity of the Schrodinger Equation, any arbitrary linear combination of these
wave functions would be a solution to both as well.

Wave functions in the above form are also known as stationary states of the infinite
square well, or stationary states in general. A stationary state is defined as any state and
corresponding wave function such that even if the wave function itself is time-dependent, all
observables of the state are time-independent and do not depend on time. This essentially means
that the stationary state does not evolve with time, and is thus “stationary.” Energy
eigenfunctions all fit this definition, meaning that they are all stationary states. An important
thing to note, however, is that there are no real-world stationary states. The concept of a
stationary state is used more theoretically and not in the real world, as there is no state that will
remain entirely stationary and time-independent.

Going back to the time-independent eigenfunctions of the infinite square well, graphing

their real-parts as well as leads to some interesting findings. Given that starts from 1,|ψ𝑛
(𝑥)|2 𝑛

then for each th eigenfunction there are “nodes”, or points where the value of the wave𝑛 𝑛 − 1
function equals 0, not including at the walls. This results in an effect due to the probability
equation, Equation (7), that the probability of finding the particle at the nodes and at the edges of
the box where = 0 is vanishing, and very unlikely in the areas around the nodes. Instead, itψ(𝑥)
is likely to be found between these nodes. This is much different from what would be expected in
classical mechanics, where the probability distribution would be constant and equally likely
everywhere. This effect starts to change when looking at very high-energy eigenfunctions, or
eigenfunctions corresponding to a high . With these eigenfunctions the probability starts to𝑛
behave more constant, at least in terms of measurement. This is because if the scale that the
measurements are able to be performed on is less than , which becomes a much smaller size as𝐿

𝑛

increases, then the probability distribution will appear constant during measurements.𝑛
The infinite square well is just one example of how the Schrodinger Equation can be

applied and solved. While this was a simple theoretical situation for its application, the
Schrodinger Equation can also be applied in more complex ways, such as using the 3-D
Schrodinger Equation to solve for electron wave functions in a hydrogen atom. In fact, a
modified version of the infinite square well, a series of connected finite square wells with a
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voltage across them, describes real-world devices such as quantum-cascade lasers, which have a
wide range of applications. While using the Schrodinger Equation in these types of complex
situations is harder and more messy, it is certainly possible.

Conclusion
In summary, the complete configuration of a quantum system, such as a particle or an

atom, can be described by a wave function . Wave functions are complex functions thatψ(𝑥)
represent the probability amplitude of finding the system at a certain location. The motion and
evolution of these wave functions is governed by the Schrodinger Equation, a partial differential
wave equation that is split into the time dependent and time independent equations. This
equation can be applied to solve many quantum mechanical problems involving the wave
function, and can be modified and expanded to solve for systems with different dimensions or
sizes.

Due to properties of the wave function, quantum systems can lie in a “superposition” of
multiple states. For example, an electron can be in a state of spin ½ or -½ , but it can also exist in
a superposition of both of them until it is observed, at which point the wave function collapses
into one of the states based on probability.

Physical quantities, or observables, of a system can be represented by operators.
Operators are entities that act on wave functions in a specific way, and in most cases will return a
wave function different from the original. However, corresponding to each operator there is a set
of special functions called eigenfunctions, such that the action of the operator on the
eigenfunction returns the eigenfunction again multiplied by a value, the corresponding
eigenvalue. These eigenfunctions and eigenvalues are essential to quantum mechanics, as any
wave function can be written as an arbitrary linear combination, or superposition, of them. Upon
measurement of the corresponding operator, the wave function will collapse into one of the
eigenfunctions it is made up of, and the measurement will have the corresponding eigenvalue as
the result.

The implications of wave functions and quantum mechanics are important because
quantum mechanics has been, and still is, used to develop things used daily, as well as
experimental yet powerful technology. For example, the study of discrete energy states of
electrons led to the discovery of semiconductors, materials whose conductivity lies between that
of conductors and insulators. These semiconductors are one of the key components in
technology, such as in developing transistors, used in almost every electronic device.

A newer technology that quantum mechanics has led to is quantum computing, a
developing technology being researched by many groups across the world. Quantum computers
are still mainly prototypes, but they are already able to solve certain types of problems much
faster than classical computers or even supercomputers could. This is because of their use of
qubits, which can represent a superposition of both 0s and 1s simultaneously, as opposed to
classical computers using bits that are exactly either a 0 or a 1. This leads to an exponential
increase in computational power as qubits increase. The drawbacks to this technology are that
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though it is very well suited for certain problems like optimization, it is inconvenient and
impractical for most everyday usage. Also, they are expensive and require specific, precise
conditions in order to run, and even after that they are often inaccurate and have errors. Still, it is
a promising technology that could lead to many more things in the future than it is capable of
today.

While these technologies seem to show that scientists and researchers have a pretty good
understanding of the strange phenomena of quantum mechanics, there is still much work to be
done on it for further understanding. For one, there are still gaps in quantum mechanics that must
be filled, such as how gravity works on quantum scales and why the wave function collapses
when it is observed. Future work could also be done on beginning to harness quantum
mechanical effects to our advantage through new research, similarly to how superposition is used
in quantum computing. More work must also be done on better understanding certain
phenomena, such as the implications of the wave-particle duality of matter and quantum
entanglement. Nevertheless, understanding quantum mechanics at the level researchers do now
has led to many discoveries, and understanding it further will likely lead to many more.
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Tracing Back Lines in the Sand: The Forces Behind the Sykes-Picot Agreement by Filiz
Fish

Today’s world bears the scars of colonialism’s indelible grip. Africa wears the borders
drawn by its colonizers while other regions continue to define themselves by the names imposed
upon them for centuries. Though colonialism holds a footing in nearly every crevice of the globe,
one of its most profound impacts on the modern map can be traced back to the Sykes-Picot
agreement and Europe’s conquest of the Ottoman Empire. The clandestine treaty, orchestrated by
Britain and France in the final years of World War I, shaped the trajectory of history through its
radical division of the Middle East into seemingly random sects of land. While several factors
contributed to the Sykes-Picot agreement, Britain and France’s fixation with prestige, Social
Darwinist ideology, and the West’s portrayal of imperialism as a civilizing act (known as the
white man’s burden) served as the driving forces for Europe’s careless division of the Middle
Eastern map.

Established in the early 13th century, the Ottoman Empire encompassed territory from
the Balkans to the North, North Africa to the West, and eastward into the Caucasus and Anatolia.
The empire reached its influential zenith during the 16th century under the rule of Suleiman the
Magnificent, the reigning sultan who harkened an era of prosperity and success by establishing a
unified legal system; however, the Ottoman Empire began its descent in the 1700s as its military
prowess dwindled in comparison to its industrialized Western counterparts.1 Additionally, the
empire lost previously subservient territories such as modern-day Greece, Romania, Serbia, and
Bulgaria to its foreign enemies, which, coupled with its failed invasion of Iran, weakened the
empire's breadth and imperial might.2 Allied with Germany and the Austro-Hungarian Empire,
the Ottomans entered World War I with existing fissures that the protracted conflict exposed and
exacerbated. Thus, predicated on the assumption that they could defeat the declining power,
Britain and France convened and divided Ottoman territory among themselves before the
empire’s official end in 1922.

British and French diplomats Mark Sykes and François Georges-Picot negotiated the
contours of the newly emerging Middle East until, on May 16, 1916, the two signed a treaty of
their namesakes that delineated the land into “spheres of influence” — regions where each
power would have political, economic, and military control. The agreement began with a distinct
division of the territory, reading “in area (A) France, and in area (B) Great Britain, shall have
priority of right of enterprise and local loans.”3 Spurring a decade of colonial intervention in the
region, the Sykes-Picot Agreement laid the foundations of the first Middle Eastern states to rise
from the ashes of the Ottoman Empire.4 A number of forces propelled Britain and France to

4 Robin Wright, “How The Curse of Sykes-Picot Still Haunts the Middle East,” The New Yorker, April 30,
2016, 1, https://www.newyorker.com/news/news-desk/how-the-curse-of-sykes-picot-still-haunts-the-middle-east,

3 Susan R. Grayzel, The First World War : A Brief History with Documents. (New York: Bedford/Saint
Martin’s, 2013), 140.

2 Lewis, 114.

1 Bernard Lewis, “Some Reflections on the Decline of the Ottoman Empire,” Studia Islamica, no. 9 (1958):
116, https://www.jstor.org/stable/1594978?seq=2
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usurp power in the Middle East: the Ottomans’ waning influence and heightened vulnerability,
access to Mediterranean trade routes, and the region’s abundance of natural resources, namely
oil.5 Yet, while such factors incentivized the two nations to pursue colonization, they were not at
the crux of the West’s motivation for reconstructing the Middle East.

The driving impetus behind the Sykes-Picot agreement stemmed from Britain and
France's desire to calcify their prestige as colonial powers. Europe had been attuned to its global
reputation since the emergence of imperialism in the 15th century, maintaining a vested interest
in projecting political supremacy.6 As colonialism came to represent a tangible manifestation of
power, countries like Britain and France naturally gravitated towards conquest.7 Britain, in
particular, displayed a strong and seemingly perennial avarice for accruing status. John Ruskin,
an English intellectual and social reformer, summarized Britain’s colonial attitudes as he
addressed Oxford University in the late 1800s:

[Will the] youths of England, make your country again a royal throne of
kings...(T)his is what [England] must either do or perish: she must found colonies
as fast and as far as she is able to, formed of her most energetic and worthiest
men; -- seizing every piece of fruitful waste ground she can set her foot on, and
there teaching these her colonists…that their first aim is to be to advance the
power of England by land and by sea.8

Ruskin encapsulated Britain’s desire to maintain its reputation as a historic imperial power,
identifying colonialism as the primary mechanism to achieve cachet on the geopolitical stage.
While Ruskin spoke before the advent of World War I in 1914, his rhetoric echoed through the
Sykes-Picot agreement.

Presenting his vision of the Middle East to British Prime Minister H. H. Asquith, Sykes
famously said, “I should like to draw a line from the ‘E’ in Acre to the last ‘K’ in Kirkuk.”9 His
brash justification elucidates the arbitrariness with which he and Picot contrived their borders —
no more precise than tracing their fingers across a map. For that very reason, scholars often refer
to the boundaries of Britain and France’s Middle Eastern map as “lines in the sand,” shaped
carelessly and at the will of colonialist powers. The two did not feign cognizance of the region’s
heterogeneity, the varying ethnic, religious, and cultural demographics, when delineating their
respective territories. Though he would be shaping the contours of Middle Eastern history, Sykes
spoke with palpable disregard toward the Middle Eastern people, for Britain and France were not
interested in the internal volatility of their map so long as their “spheres of influence” fed their
colonial voracity. As Yale historian Jonathan Wyrtzen argued, Europeans, teeming to maximize

9 Wright, “Sykes-Picot Haunts the Middle East,” 2.
8 From a speech given by John Ruskin at Oxford University, February 8, 1870.

7 Julian Go, “Capital, Containment, and Competition: The Dynamics of British Imperialism, 1730–1939,”
Social Science History 38, no. 1–2 (2014): 45, https://www.jstor.org/stable/90017018.

6 There is no precise date to mark the beginning of imperialism, though scholarly sources consider the period
known as “Old Imperialism” to have begun in 1450. “Old Imperialism” eventually evolved into “New Imperialism,”
which best describes the actions taken by Britain and France to assert power over the Middle East

5 M. E. Yapp, The Making of the Modern Near East 1792-1923, 1987, 301.
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their power by expanding into the fallen Ottoman Empire, shunned the wants of the region’s
residents.10

Sykes-Picot was a particularly symbolic project for Britain and France as it allowed them
to assert authority over the very force that threatened their quest to become the world’s dominant
powers.11 An eastern, Islamic empire had rivaled Europe for centuries, challenging the prestige
and repute of Western colonial forces, tarnishing the self-esteem of countries that presumed
themselves to be innately superior.12 Reflecting on Western influence in the Middle East,
Palestinian-American author and post-colonial theorist Edward Said wrote, “For Egypt was not
just another colony; it was the vindication of Western imperialism.”13 This sentiment captured
the essence of the Sykes-Picot agreement — a relentless pursuit to assert dominance and validate
the ego of not only Britain and France but Western civilization at large.14

Alongside their pursuit of perceptual dominance, Britain and France wielded Social
Darwinism to justify their imperialist endeavors. There had long been a binary between the East
and West, where, in the eyes of Western nations, Europe signified intellect and power while
Islamic nations epitomized antiquity and racial inferiority.15 In 1908, Lord Cromer, an English
representative in colonial Egypt, published his novel Modern Egypt, in which he wrote,

Want of accuracy, which easily degenerates into untruthfulness, is in fact the main
characteristic of the Oriental mind. The European is a close reasoner; his
statements of fact are devoid of ambiguity he is a natural logician…Although the
ancient Arabs acquired in a somewhat higher degree the science of dialects, their
descendants are singularly deficient in the logical faculty.16

Baring's portrayal of the “Oriental mind” exemplifies the Social Darwinist tenet that labeled
societies as modernized and worthy to wield power or ill-equipped to adapt to the ever-changing
world. Surrounded by a culture that placed Middle Eastern traits in opposition with European
advancements, Britain and France, the "close reasoners" with statements of fact devoid of
ambiguity,” saw no qualms with dissecting the land of those "singularly deficient in the logical
faculty."17 In short, there was a prevailing sentiment that deemed Anglo-Saxon culture
biologically superior.

Britain readily embraced this thinking, as evinced by the stratification of its colonies into
ranked “mandates” —colonized land overseen by the League of Nations— following the

17 Said, 38.
16 Said, 38.

15 Said, Orientalism. The thesis of Edward Said’s Orientalism centers around the binary between the East and
West, thus there is no explicit page number on which the concept is cited. Rather, it permeates the entire work.

14 Yapp, 303.
13 Edward W. Said, Orientalism, (New York, NY: Vintage, 1994), 35.
12 Yapp, 303.
11 Yapp, 303.

10 Jonathan Wyrtzen, interview by David Cummings, Yale News, November 17, 2022, 1,
https://news.yale.edu/2022/11/17/long-great-war-and-roots-modern-middle-east.
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Sykes-Picot agreement.18 The nation placed its subservient territories into varying social classes
determined by a region's level of civilization and its cultural makeup.19 While Arab nations were
deemed class A mandates, with Black Africans and Pacific Islanders classes B and C,
respectively, the very presence of this classification underscored the hierarchical notions central
to European imperialism.20 Such a framework enabled Britain and France to exploit and
subjugate those from lower divisions who had not yet reached the intellectual or militaristic
pedigree of modernized nations such as themselves. In the eyes of the West, it was ontologically
pre-determined that the mightier British or superior French take dominion over the weak and less
adaptive East; colonizing this population could not be considered immoral since it was simply
the natural order of the world, a repetition in the intrinsic pattern of conqueror and conquered.

Like the combative rhetoric of Social Darwinism, Europe justified its colonialist efforts
by portraying its invasion of the Middle East as a humanitarian act of civilization. Western
nations, including Britain and France, have historically employed this rhetoric to dilute the harms
of their imperialist conquests. British poet Rudyard Kipling’s 1899 seminal work, “The White
Man’s Burden,'' reflects Europe’s attitude toward colonialism during the time, painting
colonization as a noble burden borne by the white race for the benefit of lesser, barbaric peoples.
Kipling’s argument undergirded British imperialism in Africa, where the nation used the
narrative of “The White Man’s Burden” to frame its occupation of the continent as a mission to
bring civilization and modernity to ostensibly backward societies. Beneath its surface of
altruism, the poem exposed the paternalistic and condescending attitudes that fueled colonialism,
reinforcing notions of racial superiority and the right of European powers to dominate and
exploit non-Western demographics. Said synthesized the idea when he wrote,

They are a subject race, dominated by a race that knows them and what is good
for them. Their great moments were in the past; they are useful to the modern
world only because the powerful and up-to-date empires have effectively brought
them out of the wretchedness of their decline and turned them into productive
colonies. 21

Not only did Europe flagrantly impose its authority upon its colonies, but it derived moral
satiation from framing its imperialist undertakings as philanthropic.

The same Western condescension manifested in the years prior to the Sykes-Picot
agreement. A distorted image of the Islamic world had permeated European culture for decades,
perpetuated through avenues such as art and literature. French painter Jean-Auguste-Dominique
Ingres's "The Turkish Bath" exemplifies Europe's propagandized, Orientalist depiction of the
East as a mysterious and unrefined realm in need of Western intervention.22

22 Sophia Smith Galer, “How art created stereotypes of the Arab world,” BBC.com, February 28, 2022, 1,
https://www.bbc.com/culture/article/20191017-how-art-created-stereotypes-of-the-arab-world.

21 Said, 35.
20 Makdisi, 1-2
19 Makdisi, 1-2

18 Ussama Makdisi, interview by Daniel Denvir, Jacobin Magazine, March 22, 2024, 1-2,
https://jacobin.com/2024/03/west-colonialism-middle-east-ussama-makdisi.
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“The Turkish Baths” by Jean-Auguste-Dominique Ingres

The painting portrays women bathing in the harem — a space often used in Western
depictions of the Orient as it had come to represent the Islamic world’s crude practices.23

Emphasizing ornate décor, voyeuristic poses, and partially clothed bodies, Ingres exoticized and
eroticized the scene, presenting the Middle East as a hedonistic, backward realm. As such, Sykes
and Picot's argument — that it was heroic and virtuous for France and Britain to uplift the region
from its barbaric practices —was no aberration in a culture where paintings like Ingres’s were
commonplace.

Because the British and French acted with such authority and presumed they could better
govern the Middle East than local Islamic populations, they squashed burgeoning political
movements in the area when establishing their territorial claim. As the Ottoman Empire faced
defeat in World War I, Woodrow Wilson was championing the principle of self-determination in
the United States, arguing that members of the state should have autonomy over their sovereignty
and overall political destiny.24 Thus, eager to seize control of their identity from the ashes of their
former ruler, local communities within the Middle East adopted Wilson’s political paradigm,
hoping to form nation-states with their own authority. Sykes and Picot, however, reduced the
Arab world to an ethnocultural monolith — a homogeneous population characterized by

24 Anthony Whelan, “Wilsonian Self-Determination and the Versailles Settlement,” The International and
Comparative Law Quarterly 43, no. 1 (1994): 99, http://www.jstor.org/stable/760824.

23 Galer, “Stereotypes of the Arab World,” 1.
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primitive and obscene practices — so that they could frame their imperialism as a benevolent
civilizing mission. As such, it mattered not how the illogical locals wished to divide their land,
for they did not possess the political literacy to make the decision themselves.25Arthur James
Balfour, a British foreign minister who drew inspiration from the Sykes-Picot agreement when
re-shaping the region to include a Jewish state, wrote in a memorandum, “In Palestine we do not
propose even to go through the form of consulting the wishes of the present inhabitants of the
country…”26 Evidently, European imperialism was firmly rooted in the continent’s ability to
dismiss colonized populations through the framework Kipling presented in “The White Man’s
Burden.”

Like much of history, Europe’s dissection of the Middle East was born from nuance and
complexity. Nevertheless, nationalist sentiment persisted as the primary catalyst for the
Sykes-Picot agreement. France and Britain's pursuit of great power, their Social Darwinistic
thinking, and the Orientalist notion of "civilizing" the Islamic world through their colonization
allowed the two powers to cast arbitrary borders without pushback from their governments or
other European nations. Examining the factors that influenced Sykes-Picot becomes increasingly
important as the Israel-Palestine conflict rages through the Middle East — dividing countries,
college campuses, and households from across the globe — as it was ultimately Britain and
France’s toxic map that spurred the dispute. Several are quick to ascribe blame to one party over
another, many claiming that the Middle East is incapable of democratic rule, but few
acknowledge the colonial history underpinning the region’s volatility. Only a comprehensive
understanding of the forces that wrought modern-day dilemmas can breed informed dialogue in a
world forever marred by its history — by two men whose lines in the sand sowed permanent
consequences.

26 Sharif Nashashibi, “Balfour: Britain’s Original Sin,” Al Jazeera, November 23, 2014, 1,
https://www.aljazeera.com/opinions/2014/11/4/balfour-britains-original-sin.

25 Jon Hoffman, “Middle East Autocrats, Islamophobia, and ‘Reverse Orientalism,’” June 15, 2023, 1,
https://www.cato.org/commentary/middle-east-autocrats-islamophobia-reverse-orientalism.

223

https://www.aljazeera.com/opinions/2014/11/4/balfour-britains-original-sin
https://www.cato.org/commentary/middle-east-autocrats-islamophobia-reverse-orientalism


Works Cited
Al Jazeera. 2024.“A Century on: Why Arabs Resent Sykes-Picot,”

https://interactive.aljazeera.com/aje/2016/sykes-picot-100-years-middle-east-map/index.h
tml#:~:text=The%20Sykes%2DPicot%20Agreement%20was,and%20Georges%20Picot
%20of%20France.

Blanche, Ed. 2013. “Borders of Blood.” Middle East, no. 446 (August): 14–18.
https://research.ebsco.com/linkprocessor/plink?id=7123785c-4305-3d23-ba3e-d13adfd0a
dd8.

Burke, Edmund. “Orientalism and World History: Representing Middle Eastern Nationalism and
Islamism in the Twentieth Century.” Theory and Society 27, no. 4 (1998): 489–507.
http://www.jstor.org/stable/657837.

Dennis, Rutledge M. “Social Darwinism, Scientific Racism, and the Metaphysics of Race.” The
Journal of Negro Education 64, no. 3 (1995): 243–52. https://doi.org/10.2307/2967206.

Galer, Sophia Smith. 2022. “How Art Created Stereotypes of the Arab World.” BBC News.
BBC. February 28.
https://www.bbc.com/culture/article/20191017-how-art-created-stereotypes-of-the-arab-w
orld.

Go, Julian. “Capital, Containment, and Competition: The Dynamics of British Imperialism,
1730–1939.” Social Science History 38, no. 1–2 (2014): 43–69.
http://www.jstor.org/stable/90017018.

Grayzel, Susan R. The First World War: A Brief History With Documents, New York:
Bedford/Saint Martin’s, 2013.

Hoffman, Jon "Middle East Autocrats and Islamophobia: The Roots of Reverse Orientalism."
Cato Institute, Commentary, June 15, 2023.
https://www.cato.org/commentary/middle-east-autocrats-islamophobia-reverse-orientalis
m.

Johnson-Roehr, S. N. “From Imperialism to Postcolonialism: Key Concepts.” JSTOR Daily,
August 12, 2022. https://daily.jstor.org/from-imperialism-to-postcolonialism-key-concepts/.
Lewis, Bernard. “Some Reflections on the Decline of the Ottoman Empire.” Studia Islamica, no.

9 (1958): 111–27. https://doi.org/10.2307/1594978.
Makdisi, Ussama. “How the West Remade the Middle East.” interviewed by Daniel Denvir.

Jacobin Magazine,
https://jacobin.com/2024/03/west-colonialism-middle-east-ussama-makdisi

Nashashibi, Sharif, “Balfour: Britain’s Original Sin.” Al Jazeera, November 4, 2014.
https://www.aljazeera.com/opinions/2014/11/4/balfour-britains-original-sin.

Ruskin, John, Speech to Oxford University, February 8, 1870.
Said, Edward W., Orientalism, New York, NY: Vintage, 1994
The Metropolitan Museum of Art. “The Ottoman Empire,” February 11, 2020.

https://www.metmuseum.org/learn/educators/curriculum-resources/art-of-the-islamic-wor
ld/unit-five/chapter-two/the-ottoman-empire.

224

https://interactive.aljazeera.com/aje/2016/sykes-picot-100-years-middle-east-map/index.html#:~:text=The%20Sykes%2DPicot%20Agreement%20was,and%20Georges%20Picot%20of%20France
https://interactive.aljazeera.com/aje/2016/sykes-picot-100-years-middle-east-map/index.html#:~:text=The%20Sykes%2DPicot%20Agreement%20was,and%20Georges%20Picot%20of%20France
https://interactive.aljazeera.com/aje/2016/sykes-picot-100-years-middle-east-map/index.html#:~:text=The%20Sykes%2DPicot%20Agreement%20was,and%20Georges%20Picot%20of%20France
https://research.ebsco.com/linkprocessor/plink?id=7123785c-4305-3d23-ba3e-d13adfd0add8
https://research.ebsco.com/linkprocessor/plink?id=7123785c-4305-3d23-ba3e-d13adfd0add8
http://www.jstor.org/stable/657837
https://doi.org/10.2307/2967206
https://www.bbc.com/culture/article/20191017-how-art-created-stereotypes-of-the-arab-world
https://www.bbc.com/culture/article/20191017-how-art-created-stereotypes-of-the-arab-world
http://www.jstor.org/stable/90017018
https://www.cato.org/commentary/middle-east-autocrats-islamophobia-reverse-orientalism
https://www.cato.org/commentary/middle-east-autocrats-islamophobia-reverse-orientalism
https://daily.jstor.org/from-imperialism-to-postcolonialism-key-concepts/
https://doi.org/10.2307/1594978
https://jacobin.com/2024/03/west-colonialism-middle-east-ussama-makdisi
https://www.aljazeera.com/opinions/2014/11/4/balfour-britains-original-sin
https://www.metmuseum.org/learn/educators/curriculum-resources/art-of-the-islamic-world/unit-five/chapter-two/the-ottoman-empire
https://www.metmuseum.org/learn/educators/curriculum-resources/art-of-the-islamic-world/unit-five/chapter-two/the-ottoman-empire


Whelan, Anthony. “Wilsonian Self-Determination and the Versailles Settlement.” The
International and Comparative Law Quarterly 43, no. 1 (1994): 99–115.
http://www.jstor.org/stable/760824.

Wright, Robin, “How The Curse of Sykes-Picot Still Haunts the Middle East.” The New Yorker,
April 30, 2016.
https://www.newyorker.com/news/news-desk/how-the-curse-of-sykes-picot-still-haunts-t
he-middle-east.

Wyrtzen, Jonathan“The ‘Long Great War’ and the Roots of the Modern Middle East.”
Interviewed by Mike Cummings, November 17, 2022
https://news.yale.edu/2022/11/17/long-great-war-and-roots-modern-middle-east.

Yapp, M.E., The Making of the Modern Near East, 1792-1923. New York: Longman Inc., 1987

225

http://www.jstor.org/stable/760824
https://www.newyorker.com/news/news-desk/how-the-curse-of-sykes-picot-still-haunts-the-middle-east
https://www.newyorker.com/news/news-desk/how-the-curse-of-sykes-picot-still-haunts-the-middle-east
https://news.yale.edu/2022/11/17/long-great-war-and-roots-modern-middle-east


Unmasking Norval Morrisseau's Forgeries: Cultural Appropriation by Austin Liu

Cultural appropriation perpetuates a cycle of exploitation by commodifying Indigenous
artistic expressions without consent nor regard for their spiritual significance or cultural context.

For centuries, images depicting Indigenous peoples have been featured in newspapers,
advertisements, and various other forms of media and print. Scholars during the late 1970s,
1980s, and 1990s critically analyzed these depictions and similar acts of appropriation as
manifestations of colonialism. Through concepts of class, power, race, and gender, they explored
how dominant colonial powers appropriated the practices and cultural items of colonized peoples
(Historica Canada, 2020). Out of these discussions emerged the concept of cultural
appropriation, now a significant topic in mainstream literature and art.

Historically, instances of cultural appropriation of Indigenous cultures can be traced back
to anthropologists of the late 1800s and early 1900s, who sought to preserve what they believed
to be dying cultures by taking artifacts that ended up in museums (Historica Canada, 2020).
Today, this is considered a form of cultural appropriation, leading to efforts to repatriate these
items.

For instance, the Mi’kmaq First Nation of Miawpukek, with support from the federal
government and other allies, has requested the return of the remains of two Beothuk individuals
from a Scottish museum taken in 1828 (Historica Canada, 2020). Furthermore, other early forms
of appropriation included portrayals of Indigenous peoples spanning the 17th to the 20th
centuries within art and literature, where many of these stereotypical images of Indigenous
peoples have survived. Historian Daniel Francis has long argued the concept of the "Imaginary
Indian," was indicative of how non-Indigenous Canadians have crafted a distorted image of
Indigenous peoples — a representation of the culture and history of white settlers rather the
reality of Indigenous populations (Historica Canada, 2020). Similarly, exhibitions of Indigenous
cultures at late 19th-century and early 20th-century world fairs often perpetuated colonial
stereotypes, presenting Indigenous peoples as "exotic" and "anti-modern," despite their claims of
authentically portraying indigenous peoples and traditional ways of life (Historica Canada,
2020).

Settler colonialism continues as a contemporary issue, actively contributing to the
ongoing erasure of Indigenous culture in Arts. This systemic problem extends to instances like
Kate Spade allegedly stealing the design of a ribbon skirt from Indigenous artist Noah Pino. This
ribbon skirt holds profound significance within Indigenous culture, serving as a symbol of
resilience, identity, and ancestral honour. Kate Spade’s Sunday Stripe Organza Midi Skirt —
which retails for US$328 — is a mid-length satiny-skirt with boldly-coloured stripes that vary in
width (Passafiume, 2023). Many saw similarities with the skirt, Pino’s design and ribbon skirts
more generally. “It’s not uncommon for brands to seemingly pull from Indigenous designs,” Pino
said, “but doing so removes the history and cultural significance of garments, like ribbon skirts,
which are ways ‘our people adorn ourselves’ and express who they are” (Passafiume, 2023).
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Walmart has faced similar criticism for selling clothing items that exploit Indigenous
languages and perpetuate stereotypical representations on their merchandise. Small Indigenous
business owner Chelsee-Marie Pettit, founder of Aaniin Retail Inc., based in Toronto, Canada,
claims Walmart wrongfully stole Indigenous language and syllabic writing on its apparel from
her brand, appropriating not only her own brand, but Indigenous culture as a whole (Al-Hakim,
2023). "Our Indigenous languages were taken away from Indigenous people… and many of our
ancestors were abused or killed for speaking our native tongue," she added. "Indigenous people
are trying to reclaim their language and non-Indigenous people shouldn't be doing that for us."
(Al-Hakim, 2023).

Kate Spade and Walmart are examples of how Indigenous culture is commercialized for
financial gain through the appropriation of Indigenous art. However, the extent of cultural
appropriation doesn't stop there; the impact of Norval Morrisseau’s art fraud has led to a
significant devaluation of Indigenous art both economically and spiritually.

Anishinaabe artist Norval Morrisseau (1931–2007) is considered by many to be the
Mishomis, or grandfather, of contemporary Indigenous art in Canada. According to the article
“Norval Morrisseau: Life and Work” by Art historian Carmen Robertson, his life has been
sensationalized in newspapers and documentaries due to his unique artistic style pushing the
boundaries of visual storytelling (Robertson, 2016). The article explores how Norval Morrisseau
originated the pictographic style, or what is commonly referred to as the Woodland School.
Sometimes also referred to as “x-ray art,” the Woodland style has since then been used by several
well-known artists, including Daphne Odjig, Jackson Beardy and Alex Janvier (Hill, 2022),
highlighting Morrisseau’s widespread influence on Indigenous Arts. As the creator of the
Woodland School of Art and a prominent member of the Indian Group of Seven, Morrisseau's
influential style and significant advocacy work cemented his status as a living legend of
Canadian art, an honor formally recognized in 1978 when he was awarded the prestigious Order
of Canada.

In the early 2000s, Norval Morrisseau identified several forgeries sold as genuine pieces
of his artwork. However, even after his passing, the issue of art fraud persisted, as highlighted by
a well-known case from 2005 involving keyboardist Kevin Hearn of the Barenaked Ladies
(Baird, 2015). CBC has covered how Hearn took legal action against Maslak-McLeod Gallery,
who marketed the painting, alleging that they had sold him a fake Morrisseau painting. In that
article, it was reported that he, along with Barenaked Ladies’ tenor John McDermott, filed
lawsuits against the gallery and its owner, Joseph McLeod, of Maslak-McLeod Gallery, for their
purported role in selling counterfeit Morrisseau artworks (Allan, 2023). Although McDermott
later dropped his lawsuit, Hearn's case proceeded, with a hearing scheduled in October 2017.
Carmen Robertson, who has extensively studied Morrisseau’s works, testified in the original
2017 trial that the signature on the back of the artwork Hearn purchased did not match those she
observed in museums and private collections (Sandals, 2019). She, thus, concluded that the
painting was not a genuine Morrisseau. However, the trial judge dismissed Robertson's expert
testimony based on an unsupported theory and improperly acted as an art expert himself. In
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2019, the Ontario Court of Appeal overturned the 2017 decision, citing the trial judge's improper
rejection of expert testimony and lack of impartiality, leading to the case being sent back for a
retrial in 2020. Despite the initial dismissal of the case, the Ontario Court of Appeal ruled in
2019 that the art gallery was indeed at fault, awarding $60,000 in compensation to Hearn.

This specific painting was titled Spirit Energy of Mother Earth and was sold for $20,000
to Hearn (CBC, 2020).

Spirit Energy of Mother Earth by Norval Morrisseau

Hearn's lawsuit spurred broader investigations into the prevalence of forged Morrisseau
paintings. Between 4,000 and 6,500 forged Morrisseau works were estimated to have been
created by fraudulent rings, as stated by Detective Sergeant Jason Rybak of the Thunder Bay
police in a statement to TBnewswatch (Tremayne-Pengelly, 2023). With an average low value of
around $15,000 for each counterfeit work, the total estimated value of the fraudulent art reached
approximately $100 million, making it the largest art fraud case in world history, according to
Rybak (Tremayne-Pengelly, 2023). The investigation into these forgeries spanned across Canada
and the U.S., resulting in the seizure of more than 1,000 fraudulent works. The arrests in
connection with this case reflected the dismantling of three distinct forgery groups, which had
been operating since 1996, 2002, and 2008, respectively (Tremayne-Pengelly, 2023). Notably,
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Benjamin Paul Morrisseau, the nephew of the late artist, was among the eight suspects
implicated in one of the forgery rings (Allan, 2024). Allegedly recruited in 2002 to assist in
creating the fraudulent works, Benjamin Morrisseau was described as a "fantastic painter" in his
own right by Detective Rybak of the Thunder Bay Police Service in an interview with The
Toronto Star (White, 2023). His motivations for allegedly participating in the art fraud scheme
remain unknown.

“There is a misconception that art crime is a victimless crime and that people aren’t
getting hurt by it,” said Kevin Hearn. The impact left by Norval Morrisseau’s Art Fraud has
changed the viewer’s perception of Morrisseau’s art. What should be a celebration of his work is
now overshadowed by doubt and skepticism. “This, at a time of reflection on truth and
reconciliation, makes it difficult for us to consider the purchase of works from [Canadian
Indigenous Artists],” said the statement of a couple who spent thousands of dollars on fraudulent
Morrisseau works recorded by Michelle Allan from CBC News. “We have lost any degree of
confidence that we are directing our dollars and enthusiasm to those who deserve our recognition
and support” (Allan, 2023). Jonathan Sommer, a lawyer who specializes in art forgery, estimates
there are significantly more fraudulent works in circulation than genuine Morrisseau paintings:
"They undermine the relationship between viewers of the art and who Morrisseau really
was…And that, you know, a man whose work should be celebrated and we should look at in awe
is now a work that whenever it's put on a wall, there's a question about it.” (Sommer, 2016). This
erosion of trust has also had significant financial consequences, with the flooding of the market
with fake Morrisseau works leading to a depreciation in the value of his original paintings. The
estimated losses in the estate's worth surpass a conservative estimate of over $100 million
(Kaufman, 2023).

However, despite these challenges, Morrisseau's enduring influence in Indigenous arts
and the appeal of his renowned Woodlands style remain undiminished. Regardless of fluctuations
in monetary worth, those who truly appreciate his work will continue to recognize its
significance and value. Despite the setbacks caused by the fraud scandal, Morrisseau's
contributions to Indigenous art continue to resonate and hold importance both today and into the
future, to many.

However, “Morrisseau's influence is so pervasive that the impact of the fraud reverberates
throughout the Indigenous art scene,” (Allan, 2023). Erin Brillon, a Haida and Cree artist and
business owner, has claimed that this issue will continue to persist, making it harder for authentic
Indigenous artists, especially younger ones, to mark their place in the market (Beaulne-Stuebing,
2023). In cases like Norval Morrisseau’s forgeries, the extremity — at which cultural
appropriation can push — has shown us how popularity and legacy can contribute to enrichment
and devastation. Forgery is not just a financial problem for artists and their heirs and collectors.
It has also intruded on the reconciliation of vulnerable and historically oppressed Indigenous
cultures (Baird, 2015). Ontario Regional Chief Glen Hare of the Chiefs of Ontario states that the
fraudulent activity relating to Morrisseau's works is a form of cultural theft. “These forgeries
have exploited our culture for criminal, financial gain” (Hare, 2023). Large-scale art fraud, such
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as Norval Morrisseau’s, highlights how financial gain can overshadow cultural preservation. The
mass production of replicas has devalued the cultural significance of Indigenous Arts.

From the rise of appropriation from colonialism in the late 1900s to the current cases like
Norval Morrisseau’s forgery rings, it is a tragedy for the public at large, and for our evolving
culture, to dilute the achievements of major artists and draw attention away from the nuances of
their authentic work. "The problem is that Indigenous heritage is often seen as a public domain,
free for the taking," said George Nicholas, a professor at Simon Fraser University who led an
eight-year international research project on cultural appropriation (Nicholas, 2017).

It's important that Indigenous artists are compensated for their work and that art
collectors and consumers should get what they pay for. Thus, I believe transparency in addition
to repercussions should be implemented around Indigenous art forgeries. While it's clear that
engaging in Art Fraud as a whole causes financial and ethical corruption, the level at which
governments intervene requires judgment. In my ethical assessment, acknowledging smaller
businesses only selling replicas inspired by popular artworks to make a living is important. Thus,
I propose a policy giving Indigenous artists control over compensation for these sales, where
replication is only allowed with proper authorization. Accused business owners without a formal
contract indicating the signed agreement, are legally eligible to be charged against to restore
compensation to Indigenous artists.

Implementing principles from The United Nations Declaration on the Rights of
Indigenous (UNDRIP) can be beneficial in reclaiming Indigenous culture and rights in the Arts.
UNDRIP, adopted in 2007, stands as a significant human rights document outlining the rights of
Indigenous peoples worldwide. Within its 46 articles, Articles 11 and 31 specifically address
cultural appropriation in the arts (Soule, 2018). Article 11 emphasizes the rights of Indigenous
peoples to preserve and revitalize their cultural traditions and artifacts, including visual and
performing arts, and calls for states to establish mechanisms for addressing cultural property
appropriation (Soule, 2018). Article 31 ensures Indigenous peoples' control over their cultural
heritage, traditional knowledge, and artistic expressions, including intellectual property rights
(Soule, 2018). Many Indigenous artists advocate the implementation of these rights to challenge
cultural appropriation. It is crucial to refer to UNDRIP at all levels of government (municipal,
provincial, and federal) to protect Indigenous rights and promote reconciliation for Indigenous
artists.

It is also essential to include insight from Indigenous law. "Listening to our First Nation
elders or listening to people that understand Indigenous laws and seeking redress through those
Indigenous legal forums is a very good starting point," said Whitehorse lawyer Claire Anderson
(Anderson, 2017). This would successfully provide legitimacy and accountability for Indigenous
perspectives and politics.

Another significant issue is the need for authentication capabilities. Gallery owners and
consumers often need access to professionals who authenticate works from renowned artists.
Especially for expensive paintings, there must be more reliable indicators of authenticity beyond
a contract, paper form, or signature. Gallery owners should proactively verify the authenticity of
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Morrisseau's works before heavy marketing and selling them. While it may not be directly their
fault, gallery owners have a responsibility to ensure fair compensation and accountability for the
authenticity of all artworks sold, adding another component to transparency.

Implementing policies to ensure compensation and providing accessibility to professional
authentication are two major first steps to not only diminish art forgery but also foster an
uncorrupt and trustful environment for seller-buyer relationships, especially in the art scene.
Through this, we can safeguard the Indigenous art industry, preserve the legacies of individual
artists, and ensure fair compensation, both financially and culturally.

“The one thing we kept alive through everything, through first contact, colonialism,
residential school, the potlatch ban is our art,” Jay Soule AKA CHIPPEWAR, an internationally
renowned Indigenous artist and advocate against cultural appropriation within the arts, says
(Soule, 2018). “They took our language. They took our culture away. And this is the one thing
we can hold onto — and now you want to take that too?.. I don't make a mask just to make a
mask. I mean, you could wear it in a ceremony. And all these other people are just in it for the
money.” (Soule, 2018).
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The Connection Between School Shooters and Adverse Childhood Experiences By Navya
Saravanakumar

Abstract
The prevalence of school shooters who have experienced a troubled childhood suggests a

connection between Adverse Childhood Experiences (ACEs) and school shootings. ACEs
consist of both mentally and physically damaging experiences. Previous research (Forster et al.
2017; Dowdell et al. 2022) demonstrates a link between ACEs and the likelihood of perpetrating
violence. Such research suggests that though the connection exists, there are still other
perspectives that must be taken into consideration. This literature review aims to examine the
connection from two perspectives–the likelihood of a shooter having an ACE versus the
likelihood of someone with an ACE becoming a shooter. While one point of view may be
accurate, the reverse may not necessarily be true; that is, we do not know the precise likelihood
that someone with an ACE will become a school shooter. At the same time, both can exist
simultaneously and both aspects are important to consider when addressing school shootings.

Introduction of ACEs
ACEs are a broad term that can have many categories to be divided into. Some can be in

terms of violence and physical acts, while others can be more mentally damaging (Soares,
Santos, and Fraga 2022). They also encompass a range of severity. For the purpose of this
review, ACEs will be defined as any kind of traumatic experience that occurred during the ages
of 0-17. Traumatic experience can also have varying definitions, but in this paper, it is defined as
an event or circumstance that results in physical, emotional, or life-threatening harm. There are
traumatic experiences that can be considered severe such as witnessing or experiencing physical
abuse, violence, or neglect within the family, and these experiences can have a bigger mental or
physical impact on someone compared to less severe ACEs (Soares, Santos, and Fraga 2022).
Another one of the most common ACEs is bullying (Soares, Santos, and Fraga 2022). Bullying,
defined as a subset of aggressive behavior that involves an intention to hurt another person, has
many specific factors that are similar to other ACEs (Hornor 2018). One of those factors is the
impact it can have on victims, specifically on the development of mental illnesses, such as
psychiatric disorders, and physical health problems, such as cancer and heart disease, later in
adulthood (Hornor 2018; Soares, Santos, and Fraga 2022). Many people who have experienced
an ACE experience mental health difficulties, engage in violent behavior, or become a victim to
violence in adulthood (Soares, Santos, and Fraga 2022).

Method: ACE Scoring
In order to understand the value of the ACEs, they can be quantified, measured, and

compared using a scoring system (Anda, Porter, and Brown 2020). An ACE score is calculated
based on the number of "yes" responses to a questionnaire, where a series of 10 questions that
reflect 10 different types/categories of ACEs are given.
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Many researchers have identified a strong relationship between the scores and health and
social outcomes, including drug use, suicide risk, and risk of diseases (Anda, Porter, and Brown
2020). ACE scoring can also be useful for studying toxic-stress physiology (Anda, Porter, and
Brown 2020). In this study, the ACE scores were combined with a list of 35 health conditions,
marked by either its presence or absence. They used this method in order to group clients into
low, medium, and high-risk categories for the study (Anda, Porter, and Brown 2020).

Although the scoring clearly has positive utility in many studies, like the one previously
mentioned, there are many disadvantages to the scoring, including certain characteristics that the
scoring lacks. This way of scoring does not do a good job of capturing nuances in a person's
childhood, especially if they have had multiple ACEs in a single category. For example, if
someone is bullied by 2 different people at 2 different times, they would only have a score of 1
because there is only one question about bullying, which would be something along the lines of,
“Have you been bullied before?” This makes it so you cannot see the number of ACEs within a
single category or the intensity of the trauma experienced (Anda, Porter, and Brown 2020). The
ACE scoring is also unable to account for sex differences or differences in the timing of
exposure (Anda, Porter, and Brown 2020). The timing of exposure, specifically, could be
significant because mental stability and stress can vary according to age. For example, one would
not be able to differentiate between someone with an ACE score of 1 where the trauma was a
high-intensity experience and someone with an ACE score of 5 but from lower-intensity
experiences. Clearly, in order to figure out how those experiences influence the person based on
the presence or absence of them, a more detailed form of measurement is needed (Anda, Porter,
and Brown 2020). Another limitation of the ACE scoring is the interpretation of the scoring by
the general public. Many people often misuse the ACE scores as a tool to diagnose or screen
themselves (Anda, Porter, and Brown 2020). This misusing can also lead to misapplications in
treatment research, where it inaccurately assigns the risk of certain health outcomes (Anda,
Porter, and Brown 2020). Though the scoring cannot be used for certain applications, it would be
beneficial to study this relationship and identify in what situations it can be used in (Anda,
Porter, and Brown 2020).

Results
Demographics of School Shooters

In terms of the breakdown of those who have committed school shootings, Dowdell et al.
provides valuable data on the prevalence of ACEs (Dowdell et al. 2022). For this study, the
researchers selected a sample of 25 American males who committed a school shooting to analyze
and study. They found that the average age of the shooter was approximately 17 years old. 15
(60%) of them had survived the shooting that they had started. 9 (36%) of them had a reported
psychiatric disorder. As for the connection with ACEs, 15 (60%) of them had experienced
bullying at some point in their lives. 22 (88%) of them had active social media accounts prior to
going through with the shooting. 19 (76%) of them posted an alarming threat or message via
some social media platform prior to their shooting. 18 (72%) of them posted a threat, prior to the
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shooting, through a means not involving social media. The study also broke down the social
media statistics as well as the psychiatric disorders more specifically. 9 (36%) of the shooters
posted their threat on Facebook, and 8 (32%) of the shooters posted a threat on Instagram prior to
the shooting. 2 (8%) of them used Twitter to post their threat and 4 (16%) of them used YouTube
as their way of expression. Snapchat was another platform used by 7 (28%) of the shooters, and
other forums and media varieties were used by 5 (20%) of the shooters. Aside from the social
media distribution, many of them were diagnosed with specific psychiatric and
neurodevelopmental disorders. 5 (20%) of them had mood disorders, 4 (16%) of them had autism
spectrum disorder, and 2 (8%) of them were diagnosed with attention-deficit/hyperactivity
disorder (ADHD). One of the most striking findings from this study was that the outcome of the
shooter (whether they survived or were killed) was associated with the activity of their social
media and the posting of gun photographs. This shows how there are many connections to be
made between factors, such as social media, within a given school shooting. Another connection
that can be made involving social media is with the activity of the shooters. Most shooters did
post on their social media platforms before they followed through with the shooting.

Results: Two Points of View
Shooter → ACE or ACE→ Shooter

From the statistics mentioned in the previous paragraph, we are able to notice a clear
connection between ACEs and school shooters. This can be concluded from the fact that in the
general population, about 42.9% of the testing sample had experienced four or more ACEs
(Soares, Santos, and Fraga 2022), whereas, amongst a sample of shooters, 72% of them
experienced at least one ACE (Dowdell et al. 2022). There are two points of view with which to
consider this relationship. The first perspective is the likelihood for a shooter to have had an
ACE. The other perspective is the likelihood for someone with an ACE to become a shooter. As
for the first point of view, the number of shooters that have reported to have an ACE is a large
percentage, around 72-75% depending on the study (Dowdell et al. 2022). Specifically, of 25
male shooters, 18 of them had an ACE. 8 of them had one ACE, 5 of them had two ACEs, and 5
had either three or four ACEs. In addition to this, more than half of the sample reported
experiences of bullying. The fact that almost 75% of those included in the study had an ACE
provides a snapshot of the connection. The second point of view, the likelihood of someone with
an ACE to become a shooter, does not have many statistics available to show the direct
connection, though connections between cyberbullying and ACEs have been observed (Nagata et
al. 2022). According to a study, adolescents who have experienced ACEs are at greater risk for
experiencing bullying, which, as previously mentioned, has a connection to school shootings.
Although this pinpoints a specific kind of bullying (cyberbullying), the effect is still relatively
similar, but the likelihood for someone with an ACE to become a shooter is still not certain
(Nagata et al. 2022).

Conclusion
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From these findings, it is clear that there is action to be taken in order to prevent further
tragedies from taking place. One of the methods to do so is to increase screenings, specifically
those performed by skilled professionals, for ACEs. The more screenings for ACEs, the more
identification of those ACEs can happen. But, in order for this to be effective, the screenings
should be improved to where they can detect the severity and frequency of ACEs and incorporate
that into the scoring. Along with this, anyone who has experienced at least one ACE should be
further assessed to determine whether or not they require additional resources. This further
analysis will allow people to receive the appropriate resources to help aid them in dealing with
the inevitable effects of adverse childhood experiences. This proactivity on these fronts can help
prevent the possible escalation of an ACE into something tragic. Another change that could help
with the furthering of the knowledge in this connection between ACEs and school shooters
would be more longitudinal studies that follow the life of people who have experienced ACEs.
This would allow for more information regarding the likelihood for someone with an ACE to
become a shooter.
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Adelaide Smith Casely Hayford: Charisma and Circumstance by Lyanne Luu

Adelaide Casely Hayford was an African symbol of feminism and cultural pride; her
success in opening a girls’ school and her presence at public engagements were celebrated. She
was cherished by the Creole and even the British community of Sierra Leone. Adelaide
possessed a presence and charisma that persuaded those around her of her zeal for feminism and
culture. Her most valued proposition in her ultimately successful endeavor to advance her
feminist and nationalist motives was her personality itself. A growing hub of nationalist values,
early 1900s, Freetown revered Adelaide’s passion to foster an environment for girls uplifting
their culture and societal worth. During the late 1880s, the Creole elite community began to
adopt Edward W. Blyden’s philosophy toward identity, which “stressed the importance of the
Negro [my emphasis] personality” and “the need to develop Negro [my emphasis] qualities”
(Cromwell, 1986, p.14). The Creole elite were turning away from an identity as “Black
Englishmen” and, instead, realizing the value of African culture and tradition (Cromwell, 1986,
p.14). Thus, nationalism in Sierra Leone was focused on reclaiming and emphasizing black
identity and cultural pride within Sierra Leone’s Creole elite. Adelaide’s Girls Vocational School
maintained these nationalist values of Creole society and introduced opportunities for women
previously neglected. Her eminence allowed for the embrace of her school and its founding
principle: feminism. Her feminism, like her nationalism, was specific to Sierra Leone. Having
obtained a high education and holding a strong value in the importance of education, Adelaide
was dedicated to the betterment of schooling standards for girls in Freetown (Casely-Hayford,
1983, p.8). Her feminism’s aim was specific to the girls of Freetown; she focused solely on
increasing their economic independence and providing educational opportunity with the goal of
“plac[ing] African women beside their Western counterparts” (Okonkwo, 1981, p. 51). In
Europe, Adelaide received a thorough education; in turn, she hoped to offer Sierra Leonean girls
the same equal opportunity she received. Adelaide captivated whatever room she was in,
convincing donors, officials, and common people to join her cause– and most of the time, they
did. However, was her success a true symbol of a turning point for feminism in 1900s Sierra
Leone, a testament to the impact that a charismatic and captivating personality can have, or
perhaps both?

Surely, Hayford was not the only woman passionate about broadening the scope of girls’
education and introducing more opportunities to them. Previous endeavors to promote girls’
education had either been short-lived or did not fulfill the aspects of professional training
Adelaide later achieved (Cromwell, 1986, p.20). CMS (the Church Missionary Society)
established the Annie Walsh Memorial School with the aim of training girls to become
“integrated members of their communities and as real partners to their menfolk” (Cromwell,
1986. p.21). Bearing similar feminist motives to Adelaide’s ideology, the Annie Walsh school
paved the way for creating higher education standards for girls. However, the Annie Walsh
school lacked African administration and cultural focus (Cromwell, 1986, p.21). Despite other
women’s efforts to provide stronger female education it was Adelaide who became a symbol of
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female African pride and a catalyst for the feminist movement. She began her endeavor to open
the Girls’ Vocational School in 1920. By 1923, the school was operating in full force and
encapsulated all of Adelaide’s feminist, culturalist, and nationalist values (Okonkwo, 1981, p.
42). Freetown publications and communities praised and celebrated the school’s diversified and
creative curriculum. In three short years, Adelaide’s goal had become nothing short of achieved.
The Creole community’s embrace and encouragement of nationalist viewpoints created an
environment accepting of Adelaide Casely Hayford’s endeavor to open the Girls Vocational
School. Adelaide’s identity’s maintaining both feminist and culturalist values, along with her
captivating and determined personality made her the ideal figure to bridge nationalist and
feminist ideologies in 1900s Freetown.

Adelaide’s identity as a Creole elite and her family’s position in society instilled a
dedication in her to the Creole girls of Sierra Leone. Like many other affluent Creole families in
the late 1800s, Adelaide’s family left Freetown and moved to England to educate their children.
The Hayfords belonged to a highly selective, affluent group: the Creole elite (Cromwell, 1986,
p.5). As members of the Creole elite, the Hayfords “enjoyed the same activities one would find
in Britain,” such as “cricket matches, choral and dramatic series,” and other typical European
hobbies (Cromwell, 1986, p.9). Upon arriving in Freetown in 1914, Adelaide possessed a direct
connection to the Creole elite there as her half-brother, Dr. Robert Smith, resided among all
high-ranking members who lived “within a few blocks of each other in downtown Freetown”
(Cromwell, 1986, p.9). Adelaide and her family were at the center of the elite Creole community;
in fact, Cromwell writes, “her relatives… represent every major thread from which the fabric of
Creole society was woven” (Cromwell, 1986,p. 39).

Despite Adelaide’s being raised in Europe from ages four to seventeen, she always felt a
connection her her African motherland. Adelaide cherished her childhood and education in
England; however, she admits that “in a white country, I felt so conspicuous” Cromwell, 1986,
p.39). Her discomfort and her intensified “race-conscious[ness]” encouraged her desire to return
to Sierra Leone and surround herself with fellow Africans. Furthermore, her dark complexion
“allied her, in a very special way, with her mother,” who considered Sierra Leone her home over
England (Cromwell, 1986, p.39). Although the Hayfords practiced a British lifestyle and
European social graces, Adelaide’s parents maintained close connections to their homeland of
Freetown. Adelaide’s desire to return to Sierra Leone was in part to fulfill her “father’s dying
wish that we [Adelaide and her sister] should return to Freetown” (Casely-Hayford, 1983, p.19).
Adelaide’s family’s loyalty and love for their homeland embedded in her a sense of devotion and
pride for Freetown society.

The Creole community was favored by British authority throughout the 1800s due to
their adoption of British lifestyle, education, and overall standards of life; however, when
Adelaide arrived in 1914, “Freetown was a culturally fragmented society” (Cromwell, 1986,
p.15). British authority in the 1800s was left unchallenged by the Creoles, as they felt “grateful
to British philanthropy for freeing their ancestors from slavery” (Cromwell, 1986, p.8). The
Creoles maintained a generally high regard for the European missionaries and colonial officers in
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the ruling group, and the British, too, looked favorably on the Creoles throughout the early 1800s
(Kandeh, 1992, p.90). The Creoles achieved their prominence among the English by assimilating
to European occupational strategies to achieve economic well-being. The Creole community
abandoned the outward practice of traditional indigenous customs like native dress and language,
and they adopted European clothing, social graces, and education (Kandeh, 1992, p.90). Many
Creoles’ choice to continue indigenous practices privately while rejecting them in public
highlights their willingness to submit to European expectations in hopes of achieving economic
advancement and high stature. Conversely, their inward practice of African heritage also
suggests that they maintained aspects of African pride and identity. The Hayford family
exemplifies both the tension and intersection between African and British identity felt by the
Creole community: Adelaide’s family held great respect for their Sierra Leonean heritage, yet,
they participated entirely in British activity and lifestyle. The British indeed celebrated the
Creoles’ assimilation, noting them as “model Africans who had leapt ‘from cannibal to
churchwarden’” (Hair, 1967, p.528). The Creoles became classified as a ‘different type’ of
African– superior and more ‘civilized’ than other ethnic groups.

However, the Creole facade– their extreme public rejection of African culture and their
adoption of British livelihoods– was fleeting, as was the British community’s high opinion of
them. The British community began to view the Creole’s assumption of European life as an
imitation rather than an embrace (Wyse, 1990, p.64). Unable to ever embrace a group of Africans
entirely, the British community pivoted their opinion of the Creole from praise to pure mockery.
Being called “ignorant savages posturing in European dress” by renowned author Richard
Burton, the Creoles began to realize gaining British respect as an ethnic group was an ultimately
unattainable task (Hair, 1967, p.529). Subsequently, the Creole community was “fragmented” in
ideology: some mourning their “now lost status and equality” while others began to seek “new
values and lifestyles to bring them closer to Africa” (Cromwell, 1986, p.15). Adelaide adopted
the latter outlook; having always cherished her African roots, Adelaide persisted that African
values and customs were essential to reclaim status and achieve societal advancement. British
rejection suggested that a new outlook– one independent of European assessment and standards–
must be recognized by the Creoles to pursue progress and advancement.

Creoles began to abandon notions of primitive Africa and realize African culture’s
intricacies and complexities. In 1854, Creole Missionary Koelle highlighted Bornu’s (an
indigenous language) grammar’s “richness and inflection” and its demonstration of the
intelligence of the “mind of the [African] people” (Hair, 1967, p.528). Through the
acknowledgment of “cultural achievement” found in the intricacy of language– the foundation
of a culture– the Creoles adopted the ideology that maintaining ethnic culture and community
would foster economic and societal progress. By 1863, a recaptive (previously enslaved person)
was elected into a Sierra Leonean legislative group for the first time (Hair, 1967, p.530). Samuel
Crowther, another recaptive, was elected Bishop in charge of the Niger mission, for which he
created the first missionary team of exclusively Creoles. Crowther facilitated the work of six
Indigenous languages “to be put into writing” (Hair, 1967, p.531). Culturalism was increasing
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not only in education and legislation but also in lifestyle. By 1881, some members of the Creole
elite– including Adelaide in later years– belonged to a Dress Reform Society promoting the
everyday wear of native clothing rather than Victorian style (Okonkwo, 1983). Adelaide entered
Creole elite society as the community began to look within themselves and their identities as
Africans to realize the potential of Freetown’s society independent from its ties with England.
That the uprise in cultural values in the Creole community perfectly aligned with Adelaide’s
cultural pride created a setting in which she and her ideas would be acknowledged and
appreciated.

With the goal to embrace African culture and promote it as a modern means of societal
progression came the condemnation of “‘foreign models’ for African education” and the idea
that “the Negro and African should be raised upon his own idiosyncrasies” (Hair, 1967, p.534).
Creole Clergyman James Johnson preached that a proper education must acknowledge “our
peculiarities– our languages enriched by the traditions of centuries: our parables, many of them
the quintessence of family and national histories” (Hair, 1967, p.534).

Adelaide Casely Hayford’s ideology concerning education included precisely the
“quintessence” of African culture necessary to promote academic advancement and opportunities
for women. Upon introduction to a “not very soul inspiring” education available to Creole girls,
Hayford felt an “instant” responsibility to provide the “immediate need” for an “education which
would instill into us a love of country, a pride of race, an enthusiasm for the black man's
capabilities” (Casely-Hayford, p. 20). Her condemnation of the current standard for girls’
education and her hope that her students would know “the glory of black citizenship”
demonstrated her commitment to promoting a future for Sierra Leonean youth independent of
colonialist and Victorian influence and notions about Africa (Cromwell, 1986, p.102).

However, much more than passion and aspirations for the betterment of African
education were necessary to bring Adelaide’s goal to fruition; it was her endless advocacy and
determination that allowed for the success of her venture. As Hayford’s feminist agenda had
preceded her nationalism, she was already president of the Ladies’ Division of the Freetown
branch of the Universal Negro Improvement Association (UNIA) and was involved in other
female groups (Cromwell, 1986, p.94). Her connection with such female groups allowed her to
assemble and recruit other women to assist her in raising funds for the Girls Vocational School
(Cromwell, 1986, p.94). However, Adelaide faced much opposition in her venture to obtain
funds. A misunderstanding in her partnership with the UNIA left her with two options: dividing
the funds between the organization and the school or proceeding without their support
(Okonkwo, 1981, p.43). Her determination was so much so that she continued independently
regardless of the school’s not being a “paying proposition” (Casely-Hayford, 1983, p.46).

The Sierra Leone Weekly News supported Adelaide’s venture, deeming that “there is
hardly any place on earth where the true interest of women are neglected as in West Africa”
(Okonkwo, 1981, p.43). The news outlet viewed Adelaide’s work as essential to the progression
of female empowerment. However, the opposition and struggle Adelaide faced raising funds in
Freetown demonstrated that the vision she held for her school required greater publicity and
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funding than offered in Sierra Leone. Inspired and motivated by African American initiatives for
racial justice and unity, in July of 1920, Adelaide traveled to America to collect money and
obtain strategies for modern education for the school. She ignored any anxieties and
apprehensiveness and embarked on “what was arguably the first fund-raising visit ever of an
African woman” to over 35 American cities (Desai, 2004, p.35).

Throughout her public engagements during the trip, not only was Adelaide moved by the
work of African American women, but she, too, was “most impressive” (Cromwell, 1986,
p.116). Adelaide managed to be elected one of four vice presidents of the International Congress
of Colored Women after spending less than a year in America, and received “warm” receptions
from established institutions (Desai, 2004, p.35). Adelaide was able to inspire her audiences by
overcoming and rejecting stereotypes about Africans. She ignored any stereotypes of ‘barbaric’
or ‘uncivilized’ Africa and spoke exclusively about African achievement, art, and culture
(Casely-Hayford, 1983, p.36). Her speeches left audiences “overwhelmed with enthusiasm” for
the potential of African girls (Casely-Hayford, 1983, p.36). She notes that people from all
professions were willing to “deposit their dollar bills with such unstinted generosity” after
listening to her speak (Casely-Hayford, 1983, p.36). Her ability to leave an impression and
impact was so powerful that, at times, it did not even require her to speak. Upon visiting the
Indianapolis Convention of Colored Women, Naomi Burroughs (the President of the convention)
insisted that Adelaide “immediately” visit a photographer as her photograph would “sell like hot
loaves” (Casely-Hayford, 1983, p.39). Furthermore, at her final engagement during her trip to the
U.S., the President of the Tuskegee Institute insisted to Adelaide that “we generally allow a
speaker only fifteen minutes, but you go on as long as you like” (Casely-Hayford, 1983, p.43).
Adelaide enthralled her audiences by evoking a connection with them through her emphasis on
Black identity; the relationship she built with them inspired them to appeal to her propositions.
Two years after her leaving the Tuskegee Institute, the President still had a strong memory of
Adelaide, writing that she was a “charming African woman… so strong and touching”
(Cromwell, 1986, p.130). Her achieving such stature and obtaining the necessary funds to
proceed with her school’s agenda in a limited time highlights the ability she had to captivate and
influence those around her.

This quality to enthrall and motivate is precisely what made Adelaide the perfect
proponent to introduce and accelerate feminist and nationalist values to Sierra Leonean
education. Adelaide was a “symbol of African women in public life,” always dressed in her
“picturesque African costumes” (Okonkwo, 1981, p.47). The Sierra Leone Weekly News
described Adelaide’s venture as the “seed of an epoch” (Okonkwo, 1981, p.43). The fundraising
difficulties she was facing were only a minor setback in an “epoch,” a series of successes that
awaited her. Articles named her a “highly gifted” woman “clearly under a divine impulse and
inspiration” (Okonkwo, 1981, p.43). Rather than focussing on the significance of her goals or the
need to reconstruct African curricula to incorporate national history and culture, the media’s
focal point was praise and appreciation for Adelaide’s character. It was her persona and her act to
pursue these nationalist and feminist values that earned attention, not the values themselves.
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Without Adelaide’s determined and charismatic character, she likely would not have been
able to secure the financial and media support that she did, considering that in opening the Girls
Vocational School, she encountered even more obstacles. Because the school initially suffered
from a lack of enrollment from high school girls, Adelaide was forced to reconstitute it as an
elementary school (Desai, 2004, p.35). Hoping to compensate for the challenges of the school’s
opening, Adelaide embarked on a second fundraising campaign to the United States in 1927
(Desai, 2004, p.38). Yet again, her speeches and presence left a lasting and impactful impression.
The Minutes of the League of Women for Community Service noted that Adelaide “proved a
most interesting speaker,” and members of the association “thought often of [her] school” even
after Adelaide returned to Sierra Leone (Cromwell, 1986, p.131). Her newfound connections
supplied her with the funds to permit a more successful reopening of the school; its running was
able to continue despite limited enrollment until Adelaide’s retirement.

Ultimately, the school did embody the aspects of nationalism and feminism that Adelaide
strived for. Adelaide had wished to “see a school in which girls, instead of blindly copying
European fashions, would be dressed in attractive native garments” (Cromwell, 1986, p.102).
She fulfilled her hope through the school’s “Africa Day,” in which all students wore Fanti or
other ethnic dress. Adelaide maintained that African attire instilled a “form of racial pride and
would help us to foster a national spirit” and allowed women to express a “definite sign of their
awakened patriotism” (Okonkwo, 1981, p.45). The school’s “Africa Day” also remained devoted
to nationalism through its sole concentration on African artwork, folk stories, history, and music
(Okonkwo, 1981, p.42). Furthermore, Adelaide staffed her school with African teachers, utilized
African textbooks, and taught African dance, music, and art with the goal of “educat[ing] and
enlighten[ing] the African child without taking him too far way from his native environment”
(Okonkwo, 1981, p.42).

The Girls Vocational School introduced a new ideology toward female education in
Sierra Leone, as the few opportunities available to girls were confined to domestic training
(Cromwell, 1986, p.24). Girls’ education in Freetown had remained stagnant since the 1800s:
“there was no novelty in thinking about the importance of girls’ education for… Some girls had
always received excellent education… abroad” (Cromwell, 1986, p.55). However, English
education focused on literature as women were unlikely to enter clerical or commercial jobs due
to the government’s tendency to employ men in clerical positions and most firms’ preference for
male employees (Denzer, 1987, p.440). Adelaide’s school, however, looked toward “a greater
vision of usefulness for the girlhood of Freetown” (Cromwell, 1986, p.46). Although the growth
of opportunities for women with impressive domestic skills and wives of men in political
associations promoted some feminist values, prior to Adelaide’s school, girls’ education
neglected professional training. In fact, in the Church Missionary Society’s school girls’
education was devoted to needlework and other domestic activity. That the little material they
learned about literature, math, and geography was through stitching highlights the confinement
of their education (Strickrodt, 2010, p.198). Adelaide’s school’s emphasis on professional
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training and its encouragement of later economic independence created a new precedent for
higher girls’ education.

Her aspirations for African girls’ education went beyond her vocational school; Adelaide
lobbied that the implementation of cultural curricula in all West African schools would provide
the betterment of African students’ identity and future. She insisted that “the education of
African girls needed to be taken seriously” (Okonkwo, 1981, p.46). Specifically, an education
that prioritized pride in one’s identity and taught skills that would advance women’s
opportunities and livelihoods leaving school. Adelaide’s incorporation of African culture into the
curriculum was not only due to her belief in nationalist viewpoints but also because of her belief
that ethnic pride was a large factor in a woman’s perception of herself and her later success. That
Adelaide’s decisions and motivations surrounding curriculum were consistently rooted in her
goal to advance the role of women indicates that her priority always lay in promoting feminist
values. As one of the first African-owned and run institutions, her school served as a gateway to
advancing girls’ education (Okonkwo, 1981, p.45).

Ultimately, Adelaide Casely Hayford’s success in promoting her feminist and nationalist
motivations must be attributed to her dynamic presence and respected status and Freetown’s
societal atmosphere. The Creoles’ decaying relationship with the British community and their
drawback from indulgence in the European lifestyle created an atmosphere in Freetown open to
nationalist viewpoints. The nationalist movement’s gaining traction and support in Freetown
society created a setting that encouraged new approaches and ideas to African identity and life.
Adelaide’s own cultural pride aligned her heavily with the growing sentiments of the Creole elite
community. Her connections and status in Freetown gave her the platform to voice her feminist
ideas in conjunction with her nationalist values. 1900s Freetown was the perfect place and point
in time for Adelaide to promote her ideologies, and Adelaide herself was the perfect person to
listen to. Persuasive, inspiring, and passionate, Adelaide conveyed her message and her zeal for
feminism and cultural pride so effectively that her benefactors and supporters continued to
subsidize her endeavors despite her lack of financial gain. It was this combination of Sierra
Leone society’s political and social setting, along with Adelaide Hayford’s determination, that
allowed her to introduce and promote her feminist and nationalist agenda through the Girls’
Vocational school.
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Effect of Inactivation of MAPT Through Gene Knockdown on Tumor Invasion and
Microtubule Stability in Prostate Cancer Cells by Luke Chen

Abstract
The knockdown of microtubule associated protein tau (MAPT) within prostate cancer has

already been found to increase the effectiveness of chemotherapies such as docetaxel (Yang et.
al). Tumor invasion is the amount in which a tumor can invade into surrounding tissue. High
tumor invasion in cells can cause spreading in the cancer cells, leading to more difficult
treatment, but can also lead to metastasis, the development of new tumors around the original
tumor. Finding the tumor invasion is important to assess the amount of damage a tumor can
cause, thus it is important to test its significance in prostate cancer tumors in order to properly
determine if it is viable to treat prostate cancer using shRNA to knockdown tau expression. This
current data has shown a significant decrease in cell viability in the prostate cancer cells
following the transfection of the shRNA supporting the original hypothesis. Currently, the
research suggests that there is a statistically significant drop in viability when MAPT expression
is decreased and there is not a significant change in tumor invasion, however, further research
will be necessary to properly determine the relationship.
Keywords: Tau, MAPT, Tumor Invasion, Microtubule Stability, PC-3, Prostate Cancer,
Androgen Independent

Introduction
Current methods to treat prostate cancer are many times unable to permanently treat

patients and many patients relapse after first-line treatment. Androgen independent prostate
cancer is a common disease that affects about 1/3 of people with prostate cancer and has a life
expectancy of 12 to 18 months compared to non androgen independent prostate cancer which has
a 95% survival rate for 15 years (Chin, 2010).

Image 1 above shows the 13 out of 100 American men who are affected by prostate cancer.
(Division of Cancer Prevention and Control, 2021)

MAPT is a protein whose dysfunction is a root cause of many neurological diseases.
More recently, tau has been researched within an increasing variety of non-neurological cancers.
Tau normally binds to internal structures called microtubules, which control the nutrient flow in
cells, allowing them to function properly. Under abnormal chemical changes, tau will not attach
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to the microtubules and instead attach to each other, forming neurofibrillary tangles. Diseases
with this pathological feature are called tauopathies. In diseases such as Alzheimer's, these
tangles prevent the proper function of the microtubules and prevent the communication between
neurons. Tau is present not only in neurons but also several other cell and tissue types. Within
prostate cancer specifically, tau tangles have been shown to be phosphorylated, with sharing
many of the characteristics with tau found within Alzheimer's (Souter & Lee, 2009). A large
amount of the tau proteins do not bind to microtubules in previous studies on prostate cancer
cells. While an increase of tau has been found in the past, by Nakata et al. (2020), to increase cell
invasion in assays designed to mimic tumor invasion, there has also been research by Yang et al.
(2017) which found that a reduction in tau expression in prostate cancer would decrease cell
proliferation, which may suggest that tumor invasion would be reduced if tau expression were to
be lowered in prostate cancer cells. In this experiment, PC-3 cells will have a knockdown in tau
expression, through shRNA, in order to test for tumor invasion and cell viability. Tumor
invasion, or how much the tumor is capable of penetrating into nearby tissues and infecting them
is a major factor in how much damage a cancer is able to cause. By testing the prostate cancer
cell’s tumor invasion after the inactivation of tau through gene knockdown, the possibility of
using a reduction tau expression to treat prostate cancer can be determined as well. PC-3, the cell
line of prostate cancer adenocarcinoma that will be used in this experiment, has been found to
naturally express moderate amounts of tau.

As a protein, tau is not well understood, it is not completely clear how tau promotes brain
cell damage and death within Alzheimer’s (Alzheimer’s Association, 2021). It is thought that this
is caused by the disturbance in microtubule function in cells by highly phosphorylated tau.
Because of this, it is important to find the effects that tau has on different diseases and cell types
in order to further understand the protein’s functions. Other recent research has found that in
vitro, inactivation of tau through gene knockdown has suppressed cell proliferation and
sensitized docetaxel cytotoxicity (Yang et al., 2017). It was proposed that the tau within prostate
cancer cells was competing with the drugs for microtubule binding sites, overall lowering the
effectiveness of the drug. Resistance to docetaxel, and other chemotherapy drugs, is a significant
problem in the treatment of prostate cancer, so it is essential that strategies to reduce tau
expression are developed. It is possible that tau reduction can be a solution for this resistance to
chemotherapies. In this experiment, the feasibility of using gene knockdown to treat tau
expression is determined by testing its effect on invasion. It will also test previous results that
supported tau expression reduced cell viability. This experiment is important because developing
a treatment for prostate cancer is necessary as it is a common disease that affects about 13 out of
every 100 American men (Division of Cancer Prevention and Control, 2021). Many current
cures such as chemotherapies are not permanent and many patients relapse after first-line
treatment. Tumor invasion, which is the amount cancer cells can penetrate into surrounding
tissue, is an essential factor in the dangers of cancer because it is directly related to the damage
which the tumor can cause as well as how much it will spread. The ShRNA, or short hair RNA
strands, that will be used to silence the tau expression have been used in a previous experiment
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by Yang et al. (2017) to knockdown tau expression. Their strands shTau-1, shTau-2, and shTau-3
all reduce tau expression lower than the naturally produced amount. Short hair RNA is used
because the required strand has already been found and can be effectively produced using the
T100 Thermal Cycler.

Currently, research is being done on countermeasures to docetaxel resistance (Yang et al.,
2017). Docetaxel is a chemotherapy drug frequently used in treatments of major types of cancers
such as lung and breast carcinoma. Yan et al. (2017) supported that the reduction of tau protein in
prostate cancer increased resistance of docetaxel in prostate cancer, but however, need more
evidence of such a relation. However, tau oligomers have been shown to sensitize prostate cancer
cells to docetaxel treatment (Martellucci et al., 2021). In fact, they found that overexpression of
tau within cancer helps stabilize the DNA in the cancer cells. They had cited the previous article,
stating that the reason for the lowering of cell proliferation was likely due to autophagy. If this
were to be true, it would support that tau could increase the tumor growth and invasion, as
autophagy has been previously found to inhibit cancer cell survival but also facilitate
tumorigenesis by promoting cancer-cell proliferation and tumor growth (Yun & Lee, 2018). This
challenges the possibility of reducing tau expression in prostate cancer cells as a treatment
method. It is important that the effects of tau in prostate cancer are clearly understood before the
possibility of knockdown of tau to treat prostate cancer is considered. Furthermore, it has been
found that Alzheimers has an inverse relationship with cancer (Driver, 2012). In the study, it was
found that cancer survivors had less of a chance to get Alzheimers while patients with
Alzheimer’s have a lower risk of cancer. This supports that higher tau, as Alzheimer’s is
associated with high amounts of tau, could prevent the incidence of cancer. According to Souter
and Lee (2009), tau within prostate cancer does not completely work in the same way as that
within a healthy human brain, which supports that tau may be a multifunctional protein. They
confirmed that within prostate cancer, tau is in a highly phosphorylated state and that there are
high levels of tau expression within the prostate cell lines ALVA-31, DU 145, and PC-3.
Specifically, the phosphorylation of tau within prostate cancer resembled that of neurological
disease rather than that of an adult brain. Phospho-Ser396, found within Alzheimer’s disease
brain and several other age-related neurodegenerative diseases, is an early marker of Alzheimer’s
Disease brain is upregulated during mitosis, so it stated that it is not very surprising that cancer
cells that have high levels of mitosis would contain tau that resembles that of neurological
diseases. Higher levels of tau mRNA expression have also been shown to decrease tumor
invasion in assays designed to simulate tumor invasion (Nakata et al., 2020). Other neurological
diseases such as Parkinsons recently found to also share these traits (Zhang et al., 2018). They
have also been shown to increase patient survival. It was also shown that frontotemporal
dementia mutations impair and diminish tau’s interactions with mitochondrial proteins, shedding
light on tau’s role in neuronal function (Tracy et al., 2021). Higher levels of tau have been shown
to decrease tumor invasion, so it is important to test the effect of inactivation of tau expression
on prostate cancer and to determine its viability as a treatment. Tau has had a varied effect on
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many different types of diseases and further study is needed in order to further determine its
functions.

In the research, the cells will be transfected with the shRNA using a lipofectamine system
and the target sequence will be shTau-1, shTau-2 , and shTau-3. After the tau knockdown, I will
evaluate the tau expression through western blot to determine the effectiveness of the tau
knockdown. For the variables, cell invasion using will be measured with a transwell invasion
assay, and the cell proliferation and viability through will be measured through Acid Phosphatase
assays. In this project, the independent variable is the type of shRNA used to reduce the tau
expression. The dependent variable is the tumor invasion, cell viability, and cell proliferation of
the cell line after it has been transfected with the shRNA. The control group will be the cell line
that does not have a reduction in tau expression. While past research has been done on effects of
tau on cell proliferation and drug resistance in prostate cancer, there have been no past studies on
the effects of tau on tumor invasion in prostate cancer cells, which is an important aspect
determining the safety of using reducing tau expression. I will be using PC-3 cells, which are
prostatic adenocarcinoma, and also test a past study that showed that cell viability would be
decreased after a knockdown of tau expression. I hypothesize that the knockdown of tau will
cause lower levels of tumor invasion in the PC-3 cells that I will be working with. I believe this
because while increased levels of tau have been shown to decrease tumor invasion, a lower
proliferation of prostate cancer cell lines caused by reduced tumor invasion should also lead to a
reduction in cell invasion. In the case that my hypothesis is disproven, further research would
need to be done to test the possibility of reducing tau expression as a treatment method for
prostate cancer and more insights into how cell invasion is affected by tau should be done. In this
research, I hope to provide further insight into how tau affects cancer and determine the viability
of treating prostate cancer through gene knockdown reduced tau expression. Current methods to
treat prostate cancer are many times unable to permanently treat patients and many relapse after
first-line treatment. I believe that reducing tau expression can benefit those with prostate cancer
and help increase the effectiveness of treatment via chemotherapy.

Methodology Overview
In the research, the cell invasion of the PC-3 cells (purchased from Sigma Alrich) was

measured using a transwell cell invasion assay. The cell invasion of each of the transfected cell
lines will be compared to the control cell lines in order to determine the statistical difference in
cell invasion. Cell viability and growth will be measured in a similar process using the acid
phosphatase assay.

There will be as many trials as possible for each of the experiments, each with 5 groups,
2 controls and 1 cell line transfected with shTau. The negative control will be the PC-3 cells
without any transfection of shRNA. This is in order to produce a baseline of the amount of
invasion a normal PC-3 cell has. For the positive control, Invitrogen™ BLOCK-iT™ Alexa
Fluor™ Red Fluorescent Control will also be transfected into cells to compare to cells
transfected with the shRNA sequence. This is to ensure that the results of the transfection are due

251



to the RNA transplant and that the sequences were properly transfected into the cells. This also
tests to see if the shRNA sequence transfection procedure is not having an unnatural effect on the
data. For the assay control for cell invasion assay, in order to test if the assay is properly
working, cells without the described chemoattractant solution will be tested in the transwell, and
will have the RPMI1640 medium at the bottom in place of the chemoattractant. This will test to
see if external factors are not causing the cell invasion.

This research is greatly limited by time, as many of the assays take time to do and there
may not be enough time in the year to perform them. There may not be enough time to perform
the acid phosphatase assay and test the cell viability, so it is possible that the cell viability won’t
be tested in this experiment. Certain drugs such as docetaxel can’t be tested as they are
prescription drugs which can’t be purchased by the Academies of Loudoun. Certain materials,
such as the microtubule polymerization kit were too expensive to purchase so were delayed and
could possibly be tested in future research. Invitrogen™ BLOCK-iT™ Alexa Fluor™ Red
Fluorescent Control wasn’t used within the acid phosphatase assays as it wasn’t purchased at the
time of the assay. Also, following the acid phosphatase assay, the tumor invasion assay only used
shTau-2 as it was found to be the most effective in decreasing tau expression in prior studies
(Yang et. al 2017).

Each of the results will be used in a Kruskall Wallis nonparametric test as it is more
accurate at lower amounts of data points than an t-test parametric test. The Kruskall Wallis test
will be used to gain more accurate results from the data as parametric tests are less accurate at
lower values and reduces the effects of outliers on the results. The Kruskall Wallis test uses
medians, which allows for it to reduce the impact of outliers on the results in this research.

Results
Acid Phosphatase Assay for Viability
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Image 2 shown above shows the Acid Phosphatase cell viability data showing the control cell
and the original 3 types of shTau used types. The mean percent viability was taken of each

column of cells and was compiled. The percent viability is done in proportion to the control so
the control cell line of each was used as the baseline viability to be compared with, thus is

always equal to 1.

As found by Yang et. al (2017), it seems based on the data that shTau-2 was the most
effective of the treatments, having the largest effect on the cells based on the medians. According
to Yang et. al (2017), shTau was found to have the greatest decrease in tau production.
The Kruskall Wallis test found that there was a p value of 0.0188 which is less than the
established critical value of .05. This suggests that there is a statistically significant difference
between the control group and the experimental groups.
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Transwell Invasion Assay

Image 3 shown above shows the Tumor invasion data from the transwell invasion assay showing
three different cell types for 441.05 cells per mm^2 added to the well originally (read with the

countess). It is likely that the cells grew in population after seeding so 441.05 cells per mm^2 is
the original count of cells added to each well.

From the Kruskal-Wallis test performed on the acid phosphatase data, the p-value was
found to be of the viability .00007. The result is significant as it is below the established critical
value of p < .05. This supports the hypothesis that the control group and the cells that were
transfected with shRNA had different medians in percent viability. Therefore, this research
supports that viability will be lowered when PC-3 cells are transfected. The present data from the
acid phosphatase assay shows a statistically significant decrease in viability when the cells are
transfected compared to when they are not. The transwell invasion assay on the tumor invasion
with a p value of .1462 suggests that there isn’t a statistically significant change in tumor
invasion caused by the decreased MAPT expression, however this could be due to large
variability caused by the crystal violet deteriorating over time, leading to possible
misrepresentation of the number of cells.

Ethical Considerations
All experimentation was done in vitro on a PC-3 cell line, no live patients or organisms

were used in this experiment.

Discussion
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From the Kruskal-Wallis test for the acid phosphatase assays, the p-value was found to be
of the viability 0.0188. The result is significant as it is below the established critical value of p <
.05. This supports the hypothesis that the control group and the cells that were transfected with
shRNA had different medians in percent viability. Therefore, this research supports that viability
will be lowered when PC-3 cells are transfected. This supports prior results found by Yang et. al
(2017) The present data from the acid phosphatase assay shows a statistically significant
decrease in viability when the cells are transfected compared to when they are not. The transwell
invasion assay on the tumor invasion with a p value of .1462 suggests that there isn’t a
statistically significant change in tumor invasion caused by the decreased MAPT expression,
however this could be due to large variability caused by the crystal violet deteriorating over time,
leading to possible misrepresentation of the number of cells. There is also possible human error
involved with counting the cells as it was difficult to determine which were cells at the time
while counting. Also, biological differences can occur with the same cancer cell line so in the
future, multiple prostate cancer cells lines should be tested to solidify the conclusions. In the
future experiments, more transwell invasion assays should be run and a microtubule
polymerization assay should be completed to determine causes of the potential change in tumor
invasion.

The conclusions of this research could provide further knowledge on the safety of shTau
transfection within live cell culture. Past research has found higher efficiencies of
chemotherapies (such as docetaxel) in the presence of decreased tau expression (Yang et al.,
2017). This suggests that shTau paired with these chemotherapies could serve as a possible
treatment for androgen independent prostate cancer. Due to the high difficulty of treating
androgen independent prostate cancer and the relatively short life expectancies, further leads into
possible treatments should be considered. In the future experiments, more transwell invasion
assays should be run and a microtubule polymerization assay should be completed to determine
causes of the potential change in tumor invasion.
Methods

The following are the methods used in this experiment

Cell Handling Procedures (ATCC, 2023)
Unpacking and storage instructions

1. Check all containers for leakage or breakage. Remove the frozen cells from the dry ice
packaging and immediately place the cells at a temperature below -130°C, preferably in
liquid nitrogen vapor, until ready for use.

2. Complete medium: The base medium for this cell line is RPMI1640 medium. To make
the complete growth medium, add the following components to the base medium: fetal
bovine serum to a final concentration of 10%.

Safety (ATCC, 2023)
● All procedures must follow the subsequent safety protocols.
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● Wear lab coats, gloves and goggles to avoid dangerous exposure to chemicals or
biological materials.

● For all biological materials BSL-2 and under, biosafety cabinets are used. When using the
cabinet, spray the entire cabinet with ethanol, all things that are brought into the cabinet
must be sprayed with ethanol, including hands. Entire cabinet should be sprayed after
use.

● Closed toed shoes are worn to avoid tripping or cutting on broken glass.
● Long hair is tied up so as to not get tangled in lab equipment.

Biological Safety (ATCC, 2023)
● Biosafety cabinets are used for any materials lower than BSL-2 or at BSL-2

○ Cells are not eaten or smelled, nothing is consumed around the chemicals.
● If in a liquid state, biological materials are disposed of after spraying with 10% bleach

and left for 10 minutes to kill all the cells. The bottles are washed in the sink before being
thrown away to prevent build-up of hazardous materials. If otherwise, put directly into
the biomedical waste bag.

● All plastic containers are first autoclaved before being thrown out.
● When working on cells, wear lab coats and gloves so as to not contaminate the cells.
● All surfaces in the lab are sanitized with 70% before usage, so as to not contaminate the

cells.
● Cells that become contaminated will be disposed of so as to not skew the results. They

are bleached, cleaned in the sink, and disposed of into biohazard waste bags.
Chemical Safety

● All hazardous material is put in the biohazard bin after use.

Cell Incubation Protocol (ATCC, 2023)
To ensure the highest level of viability, thaw the vial and initiate the culture as soon as

possible upon receipt. If upon arrival, continued storage of the frozen culture is necessary, it
should be stored in liquid nitrogen vapor phase and not at -70°C. Storage at -70°C will result in
loss of viability.

1. Thaw the vial by gentle agitation in a 37°C water bath. To reduce the possibility of
contamination, keep the O-ring and cap out of the water. Thawing should be rapid
(approximately 2 minutes).

2. Remove the vial from the water bath as soon as the contents are thawed, and
decontaminate by dipping in or spraying with 70% ethanol. All of the operations from
this point on should be carried out under strict aseptic conditions.

3. Transfer the vial contents to a 75 cm2 tissue culture flask and dilute with the
recommended complete culture medium (see the specific batch information for the
recommended dilution ratio). It is important to avoid excessive alkalinity of the medium
during recovery of the cells. It is suggested that, prior to the addition of the vial contents,
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the culture vessel containing the growth medium be placed into the incubator for at least
15 minutes to allow the medium to reach its normal pH (7.0 to 7.6).

4. Incubate the culture at 37°C in a suitable incubator. A 5% CO2 in air atmosphere is
recommended if using the medium described on this product sheet.

5. If it is desired that the cryoprotective agent be removed immediately, or that a more
concentrated cell suspension be obtained, centrifuge the cell suspension at approximately
125x g for 5 to 10 minutes. Discard the supernatant and resuspend the cells with fresh
growth medium at the dilution ratio recommended in the specific batch information.

Cell Incubation Subculturing Procedure (ATCC, 2022)
Volumes are given for a 75 cm^2 flask. Increase or decrease the amount of

PC-3 Product Sheet CRL-1435 dissociation medium needed proportionally for culture vessels of
other sizes.

Corning T-75 flasks (catalog #430641) are recommended for subculturing this
product.

1. Remove and discard culture medium.
2. Briefly rinse the cell layer with 0.25% (w/v) Trypsin- 0.53 mM EDTA solution to remove

all traces of serum that contains trypsin inhibitors.
3. Add 2.0 to 3.0 mL of Trypsin-EDTA solution to flask and observe cells under an inverted

microscope until the cell layer is dispersed (usually within 5 to 15 minutes). Note: To
avoid clumping do not agitate the cells by hitting or shaking the flask while waiting for
the cells to detach. Cells that are difficult to detach may be placed at 37°C to facilitate
dispersal.

4. Add 6.0 to 8.0 mL of complete growth medium and aspirate cells by gently pipetting.
5. Add appropriate aliquots of the cell suspension to new culture vessels.
6. Incubate cultures at 37°C.

Subcultivation Ratio
A subcultivation ratio of 1:3 to 1:6 is recommended

Medium Renewal
2 to 3 times per week

Reagents for cryopreservation
Complete growth medium supplemented with 5% (v/v) DMSO (ATCC 4-X)

Lipofectamine 3000 Protocol/Transfection Protocol (Palchetti et. al, 2015)
1. Seeded cells should be 70–90% confluent at transfection, around 1–4 × 10^4 cells per

well for 96 well plates and 0.5–2 × 10^5 per well for 24-well plates.
2. Dilute Lipofectamine 3000 Reagent in serum free medium, Opti-MEM Reduced Serum
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Medium (no fetal bovine serum, create 1 tube for each variable) adding about 3% of the
media in Lipofectamine Reagent, so if 5 mL medium, there will be 0.15 mL reagent. This
will create the P3000 Reagent– Mix well

3. Prepare a master mix of DNA by diluting DNA (shRNAs) in RPMI1640 medium, then
add P3000 Reagent, the medium: DNA: reagent should have a 50µl : 1µg: 3µl ratio. -
Mix well

4. Add Diluted DNA to each tube of diluted Opti-MEM Reduced Serum Medium (1:1 ratio)
to create the plasmid DNA-lipid complex. Have enough for each well needed.

5. Incubate the DNA-lipid complex for 10-15 minutes at room temperature.
6. Add DNA-lipid complex to cells along with Invitrogen™ BLOCK-iT™ Alexa Fluor™

Red Fluorescent Control, 10 µL per well for 96-well plates and 50 µL per well for
24-well plates. 250 µL per well for 6-well plates.

7. For the Block iT Alexa Fluor Red, Add 3 µL siRNA (alexa fluor red) and 150 µl of opti
mem media Document Connect (thermofisher.com)

8. Have 150 µL of opti meme and 9 µL of Lipofectamine RNAiMAX reagent combined
9. Add both the diluted Alexa Fluor red and the lipofectamine reagent together and add 250

µL to each well
10. Incubate cells for 2–4 days at 37°C, then visualize/analyze transfected cells in assays
11. Cover the Alexa Fluor Red container with tin foil as white light will get rid of the

fluorescence, if the fluorescence needs to be measured.

Seeding Well Plate (Taken from Academy of Science Lab)
1. Using a 10mL pipette, take 4mL of the media with cells in them and expel 2mL of that

media into a 15mL centrifuge tube
2. Add 8mL of complete growth medium to the microcentrifuge, make sure it is

homogenized and the cells do not gather at the bottom when adding to the reservoir
3. Open the reservoir, try not to touch the inside of the reservoir and do not spray ethanol

inside of it.
4. Take a 10mL pipette and homogenize the media, then take out 10 mL of solution and put

it into the reservoir
5. Make sure the multi channel pipette is straight to avoid uneven volumes and fill up each

of the wells with 200 µL of the solution from the reservoir and incubate until proper
confluency, around 1-3 days. For the 24-well plate add around 1000 µL of solution per
well.

Acid Phosphatase Assay (Taken from Academy of Science Lab)
1. Use a 96-well plate and transfected cells for this procedure.
2. Remove all media by inverting the plate on a bundle of paper towels
3. Fill each well with PBS by running pipette over plate
4. Remove PBS, but don’t hit the cells out
5. Repeat steps 2 and 3, 2 more times, to wash off the cells.
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6. To each well add 100 µl of 10 mM p-Nitrophenyl phosphate disodium salt hexahydrate in
0.1 M sodium acetate pH 5.5 containing 0.1% Triton X-100

7. Weigh 0.8203 g of sodium acetate, put in a bottle. Add dH20 to 100 mL. Check pH
(needs to be 5.5). Adjust with diluted HCl solution

8. Add 0.2 mL Triton X-100
9. Take 20 mL of the sodium acetate/Triton X-100 solution and dissolve 0.0526 g

p-Nitrophenyl phosphate disodium salt hexahydrate in that
10. Replace lid. Place in the CO2 incubator for two hours (Or overnight in a refrigerator

wrapped in foil. Then, the next day, put in the CO2 incubator for two hours)
11. After two hours, add 50 µl of 1 M NaOH to each well and read on plate reader at 405 nm

and 620 nm

Transwell Cell Invasion Assay - from (Justus et al., 2014)
1. In a sterile environment (typically a biosafety cabinet) detach cells from the tissue culture

plate using a non-enzymatic cell dissociation buffer or 0.25% Trypsin-EDTA solution,
pellet cells by centrifugation, and aspirate the existing media leaving the pelleted cells.
Re-suspend cells in serum free cell culture containing 0.1% BSA (bovine serum
albumin). It is noted in the article that depending on the cell line used, the 0.25%
Trypsin-EDTA solution may affect the migration and invasion because of the receptors
on the cells. It is also noted that the number of cells per ml depends on the size of the
cells. The seeding density of the cells may need to be adjusted for best results, a good
starting density for the cells is 1 * 10^6 cell/ml when using a 24-well transwell insert.

2. You need to thaw matrigel after taking it out of the freezer so it is viscous. Do Not just
thaw matrigel, make sure to put it in ice?
https://certs-ecatalog.corning.com/life-sciences/product-descriptions/356234.pdf is the
sheet on how to use it
https://www.corning.com/catalog/cls/documents/application-notes/CLS-AN-209.pdf for
sizes of well plates

3. The transwell inserts are commercially available from companies such as Corning in
sizes from 3 µm, 5 µm, and 8 µm for cell migration assays, the 8 µm will be used in this
assay. These cell migration assays can also be turned into cell invasion assays by adding
extracellular matrix (ECM) materials on top of the transwell membrane and then adding
cells on top of the ECM. For example, cell solution can be added on top of Matrigel
coating to simulate cell invasion through the extracellular matrix. The Matrigel layer is
made by adding 50 µl per cm^2 of Matrigel to a 24-well transwell insert and having it
solidify in a 37 °C incubator for 15-30 minutes to form a thin gel layer (475 µl for 6 well
plates). Definitions: The transwell cell migration assay measures the chemotactic
capability of cells toward a chemo-attractant (just the complete medium with 5% FBS).
The transwell cell invasion assay, however, measures both cell chemotaxis and the
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invasion of cells through the extracellular matrix, a process that is commonly found in
cancer metastasis or embryonic development.

4. Plate 100 μl of cell solution on top of the filter membrane in a transwell insert and
incubate for 10 minutes at 37 °C and 5% CO2 to allow the cells to settle down (300μl
6-well plates). The article notes that the size of the pores in the transwell membrane may
need to change depending on the cells; certain cells may not be able to fit through the
smaller pore sizes.

5. Using a pipette, very carefully add 600 μl of the desired chemo-attractant (complete
medium with 5% FBS) into the bottom of the lower chamber in a 24-well plate (3mL for
6-well plate). Make sure to not move the transwell insert and avoid creating bubbles
while doing this. Make sure the chemo-attractant liquid in the bottom well makes contact
with the membrane in the upper well to form a chemotactic gradient. The number of
migrated cells can be counted by using a hemocytometer or the countess. Tests may be
needed to determine how long the incubation period should be.

6. Remove the transwell insert from the plate. Use a cotton-tipped applicator as many times
as needed to carefully remove the media and remaining cells that have not migrated from
the top of the membrane without damaging it.

7. Add 600-1,000 μl of 70% ethanol into a well of a 24-well plate (3x for 6 well plate).
Place the transwell insert into the 70% ethanol for 10 minutes to allow cell fixation.
Remove transwell insert from the 24-well plate and use a cotton-tipped applicator to
remove the remaining ethanol from the top of the membrane. Allow the transwell
membrane to dry (typically 10-15 minutes).

8. Add 600-1,000 μl of 0.2% crystal violet into a well of a 24-well plate and position the
membrane into it for staining. Incubate at room temperature for 5-10 minutes.

9. Gently remove the crystal violet from the top of the membrane with a pipette tip or
cotton-tipped applicator. Very carefully, to avoid washing off fixed cells, dip the
membrane into distilled water as many times as needed to remove the excess crystal
violet. Allow the transwell membrane to dry.

10. View underneath an inverted microscope and count the number of cells in different fields
of view to get an average sum of cells that have migrated through the membrane toward
the chemo-attractant and attached on the underside of the membrane.

Cell Counting with Hemocytometer (For Invasion Assay). (vlab.amrita.edu, 2011)
1. Pipette all but 0.5 mL into the centrifuge tube and then pipette the remaining 0.5 mL into

a microcentrifuge tube.
2. Assemble the hemocytometer with the cover slip
3. Add 15-20 μl of the contents of the microcentrifuge tube into the two counting chambers

of the hemocytometer.
4. Place hemocytometer under an inverted microscope with 10x magnification.
5. Count the number of cells in each of the four square quadrants.
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6. Then average the amount of cells and multiply by the dilution factor.
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Supervised Machine Learning for Tweet Sentiment Analysis By Yuvika Verma

Abstract
Tweets are a large volume of data available in unstructured format that contains opinions

and emotions. These types of data in social media platforms are detected for the opinions using
sentiment analysis. Three types of polarity classes are included in sentiment analysis such as
negative, positive and neutral. Finer results are observed by tracking the users where the tweets
are uplifted or down-lifted according to the user content. Supervised Machine learning
algorithms like Naïve Bayes algorithm, Support vector machine and regression analysis are used
for tweet sentiment analysis. Sentiment analysis is used for understanding feedback of the
customers, opinions, emotions, politics, marketing, brand reputation and crisis management. The
classification performance of machine learning techniques is analysed based on various
performance metrics for tweets. The research framework of the study includes the collection of
tweets sentiment analysis and then classification of Twitter text using supervised machine
learning techniques. The tweets are considered as the user reviews posted using hashtag forms
for expressing their opinions and emotions.
Keywords: Sentiment analysis, supervised machine learning, Naïve Bayes, Regression, Support
Vector machine

Introduction
A vast number of people have been interested in social networking sites such as

Facebook, Instagram, and Twitter in recent years. People use social media as a platform to
express their feelings, thoughts as well as opinions on various items, locations, or people. The
three main categories of sentiment analysis techniques are hybrid, machine learning, and
lexicon-based (Medhat, Hassan & Korashy). Comparably, the categories of knowledge-based,
statistical, and hybrid techniques have been proposed in another classification. There is room for
difficult study in many domains using sentiment and opinion analysis through computing
(Anjaria & Guddeti). Several studies have focused on Twitter because it is a well-known
microblog and has made predictions about consumer brands, democratic election outcomes, box
office receipts, celebrity popularity, the stock market, etc. Sentiment analysis on a social network
based on Twitter provides a quick and effective means of keeping an eye on public opinion. the
use of machine learning techniques for the purpose of emotion prediction on Twitter, taking into
account features unique to Twitter, like retweets. Additionally, we focus on identifying terms that
are both immediate and extended in relation to the event in order to comprehend its impact. As a
result, the practice of gradually extracting information from social network data for the goals of
election prediction, education, business, communication, and marketing has emerged. Social
network-based behavioral analysis can be used to determine the precision of sentiment analysis
and forecasts (Hasan, Moin, Karim & Shamshirband).

Sentiment analysis and opinion mining have grown quickly, with the goal of using
machine learning techniques with calculating polarity, analysing the subjectivity and sentiment
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analysis for the text and opinions available in the text format from the sites of social media.
During election time, several machine learning approaches and tools are used for sentiment
analysis. The work contribution includes the implementation of a hybrid strategy that
incorporates sentiment analyser with machine learning techniques for understanding the opinion
and emotions. Moreover, the work compares various methods of sentiment analysis using
supervised machine learning techniques for analyzing political opinions like support vector
machines and Naïve Bayes (Ghiassi & Lee).

Twitter's messaging service has evolved into a forum for users to voice opinions and
absorb news. Researchers have had difficulty accurately collecting these feelings.
Dictionary-based and supervised machine learning techniques are used in the conventional
methods of Twitter sentiment analysis to classify sentiment. This study employs supervised
machine learning methodology. The choice of features, which is frequently domain-specific, is a
significant obstacle for the machine learning technique. We tackle this particular issue and offer a
fresh method to find a vocabulary set exclusive to TSA. It is demonstrated by us that the Twitter
Specific Lexicon Set is both tiny and, crucially, domain portable. A collection of vectorized
tweets is produced during this identification process and can be fed into machine learning
software. Using conventional methods, this vectorization frequently yields an extremely sparse
input (Alamoodi, Zaidan, Albahri, Mohammed, Malik & Alaa).

Literature Review
Social media sites like Twitter give users a place to connect, discuss, and contribute to

certain topics by allowing them to publish their opinions and views in the form of 140-character
tweets. Users can engage with each other by utilizing likes, comments, and repost buttons, and
this can be done through texts, images, videos, and more. As per Twitter, the number of recorded
accounts that the network can identify and display advertisements on has exceeded 206 million
daily active users in 2022. As more individuals utilize social media, study of publicly available
data can be used to consider how people's psychology, behavior, and views have changed (Yadav,
Kudale, Rao, Gupta, & Shitole).

Sentiment analysis is a technique used to gather viewpoints, attitudes, and feelings from
social media platforms like Twitter. It is now an accepted field of study. Textual data is the main
focus of sentiment analysis done the traditional way. The most well-known microblogging social
networking site is Twitter, where users send updates in the form of tweets about various subjects.
They used a labelled dataset that is publicly accessible on Kaggle. It also structures a thorough
pre-processing workflow that gradually reduces the tweets' difficulty to handle using standard
language handling techniques. Given that every dataset example consists of two tweets and a
sentiment. Thus, machine learning that is supervised is applied. Furthermore, models are
proposed for sentiment analysis based on support vector machines, logistic regression, and naive
Bayes (Susmitha, Nikhil, Akhil, Kavitha, Reddy & Shailaja).

Sentimental analytics is a phenomenon that displays the thoughts, feelings, and views of
many individuals. It also goes by the name "opinion meaning," which denotes the text's
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emotional undertone. The Mechanism indicates if the outcome is neutral, negative, or positive. It
provides more precise results, allows for user tracking, and indicates whether the user's content
has elevated or deflated the tweet. To produce an exact result, machine learning can be studied
utilizing a variety of analytical techniques. Data analysis is one of the sectors where machine
learning methods are widely used. In this work, the Twitter analysis is predicted by the
application of machine learning algorithms. The solution makes use of machine learning (ML)
algorithms as the Support vector machine, Logistic regression and Naïve Bayes algorithm. The
accuracy, F1 score, recall and precision of the implemented algorithm are examined in relation to
the tweets that were extracted from social media (Qi & Shabrina).

The study gathers information about Covid-19 information from Twitter users in the
major cities of England and divides it into three phases. First, we clean the data, and then we
classify the tweets' sentiment orientations at each stage using unsupervised lexicon-based
methods. Next, we employ supervised machine learning techniques by training the Random
Forest classifier, Multinomial Naïve Bayes classifier, and SVC, respectively, using a sample of
annotated data. The three phases of shifts in public opinion on the COVID-19 pandemic can be
identified using lexicon-based methods. In the majority of cities, the percentage of positive
sentiments rises and subsequently falls, whereas the percentage of negative sentiments changes
in a different way (Reddy, Vasundhara, & Subhash). Most of the literature studies discuss
sentiment analysis using one or two machine learning techniques.

Methodology
Research Objective

The objectives of the research study are

❖ To analyse tweets using sentiment analysis for detecting emotions and opinions

❖ To analyse tweets using supervised machine learning techniques like Naïve Bayes,

Supervised machine learning and regression analysis

The research framework of the study includes the collection of tweets sentiment analysis
and then classification of Twitter text using supervised machine learning techniques. The tweets
are considered as the user reviews posted using hashtag forms for expressing their opinions
about the topics that are in trends that may be political, finance, economy, education, medicine,
drugs and vaccines, researches and recent discoveries. Then, we applied Naïve Bayes, SVM
Classifier and Regression classifier on the training set for building the classification model. The
models were tested for obtaining accuracy and other parameters for each classifier on training
data set.
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Figure 1: Proposed Methodology
The proposed methodology is given in figure 3.1. It includes data collection, data
pre-processing. After preprocessing the data is split into training and testing. The trained set is
validated using Naïve Bayes, Regression and SVM classifier for performance analysis using
Python.

Dataset
We have collected a quality dataset with sufficient number text documents. Additionally,

open-source datasets such as FacebookAI, GoogleAI and Kaggle are used in the research study.
We used publicly accessible Twitter datasets including fake and real text documents
https://github.com/KaiDMML/FakeNewsNet.The retrieved tweets are collected as data sets
from the database are used in the research study. The other language tweets are also translated
into English and then the data set was pre-processed. The number of tweets taken for the
research study is 3000 tweets. Website data are susceptible to various flaws, noise, unprocessed
format, and other factors. Flickr is used for gathering texts and automatically scaled and aligned
dlib for avoiding website biases. Only Twitter Ids with permissive licenses were chosen. 1500
genuine and 1500 fake text documents were selected from the Twitter database.

Preprocessing
Preprocessing data is necessary for data analysis applications in order to eliminate

unnecessary information and speed up the learning process of classification models for higher
accuracy. Any data that adds very little or no value to the prediction of the target class is
considered superfluous information; yet, it enlarges the feature vector and adds needless
computational complexity. Consequently, if preprocessing is done incorrectly or not at all, the
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performance of classification models suffers. Therefore, pretreatment or data cleaning is done
before encoding (Jivani, 2011). The NLP toolkit for Python was utilized in this study to
preprocess the twitter data. The texts are first converted into lower case and then any links,
HTML, punctuation and tags are eliminated. After that, the text is cleaned up using
lemmatization and stemming techniques, and stop words are finally eliminated.

● Convert to lowercase: Converting the text to lowercase reduces the complexity of
the feature set as, ‘go’ and ‘Go’ are taken as different features by machine learning
models, so converting to lowercase both terms will be ‘go’. Models consider upper- and
lower-case words as different words which affect the training process and classification
performance.
● URL links, tags, punctuation, and number removal: URL links, tags, punctuation,
and numbers do not contribute to improving the classification performance because they
provide no additional meaning for learning models and increase the complexity of feature
space, so removing them helps to reduce the feature space.
● Stemming and Lemmatization: The goal of both stemming and lemmatization is
to reduce inflectional forms and sometimes derivationally related forms of a word to a
common base form (Twitter Apps. Available online: http://www.tweepy.org/, accessed on
26 February 2018). For example, ‘walks', ‘walking’, and ‘walked’ are converted to the
root word ‘walk’ in this process.
● Stop words removal: Stop words are frequently used words that give no useful
information for analysis. Stop words such as ‘the’, ‘is’, ‘a’, and ’an’ are

Sentiment Analysis
A large volume of data is available in unstructured format that contains opinions and

emotions of the twitter users. These types of data in social media platforms are detected for the
opinions using sentiment analysis. Three types of polarity classes are included in sentiment
analysis such as negative, positive and neutral. Each tweet is given a score between -1 and 1,
depending on the words used. Negative sentiment is indicated by negative score, positive
sentiment is indicated by positive score, and neutral sentiment is indicated as zero score. This
method determines the polarity of each tweet. Each tweet is given a subjectivity score that is
determined by whether it represents an objective or subjective meaning.

Naïve Bayes Classifier
Step 1 – Data files with tweets are created for classification as training and testing set for
sentiment analyser
Step 2 – Csv files are converted for Weka compatibility
Step 3 – Naïve Bayes model is built on Weka
Step 4 – After application of StringToWordVector. The model is executed on the test set and
results are saved as Output.
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SVM Classifier
Step 1 – Data
files with tweets
are created for
classification as
training and
testing set for
sentiment
analyser

Step 2 – Csv files are converted for Weka compatibility
Step 3 – Naïve Bayes model is built on Weka
Step 4 – 70% split approach is applied
Step 5 – After application of StringToWordVector. The model is executed on the test set and
results are saved as Output.

Results and discussion
This results section provides the experimental details of the research study and discussion

supporting the research study. The aim of determining accuracy, precision, recall, F1-score for
the tweets using different types of sentiment analysis.

Table 1: Parameters of Naïve Bayes Classifier
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Precision Recall F1-Score Accuracy

0 0.92 0.20 0.34
1 0.78 0.99 0.88

Mac. Average 0.85 0.60 0.61
Wgt. Average 0.82 0.79 0.74 0.79



Figure 2: Confusion matrix of Naïve Bayes Classifier for tweet sentiment analysis
The classification models are evaluated using a confusion matrix for analysing the performance
of the models. The matrix consisted of true positive, false positive, true negative and false
negative. The performance metrics of Naïve Bayes Classifier are calculated such as precision,
recall, F1 score and accuracy is 0.82, 0.79, 0.74 and 0.79.

Figure 3: ROC curve of Naïve Bayes Classifier for tweet sentiment analysis
The above figure 4.2 shows the graph that represents various thresholds and the trade-off
between false positive rate against true rate. It shows the performance of the classification
model. Our model achieved AUC of 0.75.

Table 2: Parameters of Support Vector Classifier
Precision Recall F1-Score Accuracy

0 0.76 0.64 0.69

1 0.88 0.93 0.90 0.85

Mac. Average 0.82 0.78 0.80
Wgt. Average 0.85 0.85 0.85

The classification models are evaluated using a confusion matrix for analysing the performance
of the models. The matrix comprises true positive, false positive, true negative and false
negative. The performance metrics of SVM Classifier are calculated such as precision, recall, F1
score and accuracy is 0.85, 0.85, 0.85 and 0.85.
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Figure 4: Confusion matrix of Support Vector Classifier for tweet sentiment analysis
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Figure 5: ROC curve of Support Vector Classifier for tweet sentiment analysis
The above figure 4.2 shows the graph that represents various thresholds and the trade-off
between false positive rate against true rate. It shows the performance of the classification
model. Our model achieved AUC of 0.60.

Table 3: Parameters of Regression Classifier
Precision Recall F1-Score Accuracy

0 0.78 0.56 0.65

1 0.86 0.94 0.90 0.84

Mac. Average 0.82 0.75 0.77

Wgt. Average 0.84 0.84 0.83

The classification models are evaluated using a confusion matrix for analysing the performance
of the models. The matrix comprises true positive, false positive, true negative and false
negative. The performance metrics of Regression Classifier are calculated such as precision,
recall, F1 score and accuracy is 0.84, 0.84, 0.83 and 0.84.

Figure 6: Confusion matrix of Regression Classifier for tweet sentiment analysis

272



Figure 7: ROC curve of Regression Classifier for tweet sentiment analysis
The above figure 4.2 shows the graph that represents various thresholds and the trade-off

between false positive rate against true rate. It shows the performance of the classification
model. Our model achieved AUC of 0.78.

Figure 8: Number of tweet sentiment analysis in class 0 and 1
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Through real-time Twitter data that was taken from the platform via the Twitter-streaming
application programming interface (API), two politicians were compared (Hogenboom, Van
Iterson, Heerschop, Frasincar & Kaymak). Two types of sentiment analysers that are widely used
for identification of negative and positive emotions are WordNet and SentiWordNet. Word
sequence disambiguation is used for negative handling and for improved accuracy of the model
used (Ibrahim, Abdillah, Wicaksono & Adriani). Twitter streaming API is used for predicting
presidential elections of Indonesia. The goal was to ascertain popular opinion using data from
Twitter. To achieve this, the study divided each tweet into many sub-tweets for sentiment
analysis after using automated buzzer identification to eliminate superfluous tweets from the data
set. It then computed sentiment polarity and used positive tweets related to each candidate to
predict the election outcome. Finally, it used mean absolute error (MAE) (Liben-Nowell &
Kleinberg) to assess the prediction's performance and assert that the prediction was 0.61% more
accurate than the conventional surveys of the same kind in Twitter analysis.

In addition to sentiment analysis, a connection structure incorporating political
conversations on Twitter was examined in order to predict the results of the Swedish election.
This employed a link-prediction algorithm for this purpose and showed that vote results are more
closely correlated with account popularity as indicated by structural links (Miranda Filho,
Almeida & Pappa). This also demonstrated that there is a substantial correlation between the
general election results and the standing of particular candidates, as well as between the official
party account and the results of European elections. Six Brazilian cities were tested using a
developed approach (Miranda Filho, Almeida & Pappa). Sentiment analysis and a stratified
sample (Foreman) of users were included in this process so that the features of the results may be
compared with voters.

Tweet sentiment analysis is highly popular in recent years, and algorithms like Naïve
Bayes algorithm have been used to determine the sentiments of user-generated queries. Manually
annotated corpus-based hashtags and detection were evaluated for the US elections prediction in
2016, and it was claimed that a 7% accuracy level had grown (Rezapour, Wang, Abdar, and
Diesner).

Conclusion
The classification performance of machine learning techniques is analysed based on various
performance metrics for tweets. In the present research study, the collection of tweets sentiment
analysis and then classification of Twitter text using supervised machine learning techniques was
performed. The tweets are considered as the user reviews posted using hashtag forms for
expressing their opinions and emotions. The classification models are evaluated using a
confusion matrix for analysing the performance of the models. The accuracy of various
classification models like Naïve Bayes algorithm, Support vector machine and regression
analysis are 0.79, 0.85 and 0.84. The graphical representation ROC curve shows various
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thresholds and the trade-off between false positive rate against true rate The AUC of the models
were 0.75, 0.60 and 0.78.
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Solar Photovoltaic Carport Solution to Energy Needs in Humanitarian Aid Situations By
Omar Wali

Abstract
The demand for energy worldwide is continuously increasing year on year, with

traditional ways of generating power harming the environment. The purpose of this paper is to
propose a sustainable solution to address the increasing demand for energy with a focus
specifically on the Shatila Refugee Camp in Beirut, Lebanon. The proposed solution is to utilize
a solar photovoltaic (PV) carport installment in the Camille Chamoun Sports City Stadium
parking lot to supply the energy for the Shatila Refugee Camp. However, in order to research this
project, concepts such as electricity, solar irradiance, carports, renewable energy, subsystems in a
solar plant, and the history of the Shatila Refugee Camp needed to be well studied and
summarized. After that, other studies that were written in relation to using solar power for
humanitarian purposes, or solar photovoltaic carport designs were reviewed to help with this
study. Next, two different iterations of carport designs were used in simulations to estimate the
total power output of the installments and see whether they would sufficiently supply energy to
the whole Shatila camp. Lastly, the results and discussion section revealed that the second
iterations’ carport design would be able to supply 14.02% of the Shatila camp’s total energy
demand, producing an estimated 4,383,000 kWh yearly out of the estimated 31,260,000 kWh
yearly power demand. However, the main drawbacks of this installment is that it would cost
upwards of $2.5 million to build, and would need approval from the Lebanese government to
build because they own the stadium parking lot.

Introduction
As globalization spreads, pollution and global warming increases. In today’s world,

electricity has become a necessity to everyone for their day to day lives. However, since
traditional ways of generating electricity use sources that harm our environment, continuing to
rely on them will have devastating consequences towards our biosphere. That is why it is
essential to begin using forms of sustainable energies that are environmentally friendly, with
sources that naturally replenish quicker than they are used.

This research paper will be focusing on the feasibility of installing a photovoltaic solar
carport farm as an environmentally friendly and renewable energy source for the Shatila refugee
camp located in Beirut, Lebanon. This camp was established in 1949 to house Palestinians
running away from the Palestinian-Israeli conflict (“Shatila Camp”). It has now grown
exponentially but due to spacing limitations, houses are tightly congested together, built on top
of each other while failing to meet safety regulations. Due to the camp's unique challenges, such
as the limited space for installing an energy farm, and location having high levels of solar
irradiance to power a solar farm, the photovoltaic solar carport farm seems the best way to
address the energy problem. Furthermore, the installation of photovoltaic solar panels offers
greater cost-effectiveness compared to alternative energy farms in the long term.
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One of the biggest current problems for people residing in the camp is that they only have
access to electricity for 1-3 hours each day due to the failing infrastructure within the camp, and
within the city of Lebanon (Bar-On). Without electricity, they do not have access to light,
heating, and cooling systems, and are cut off from the rest of the world without the internet. This
severely impacts the lives of the refugees within the camp, depriving them from basic
opportunities and needs medically, financially, educationally, etc.

Building a solar photovoltaic carport in the Camille Chamoun Sports City Stadium
parking lot will help with providing energy for the residents in the Shatila refugee camp and has
the potential to cause a massive positive impact on the lives of thousands. This paper aims to
address the energy crisis faced by the residents of the Shatila refugee camp in Beirut, Lebanon.
The main research question that is driving the path of this paper is as follows, will a solar
photovoltaic carport be a sufficient energy source for the Shatila Refugee Camp in Lebanon?

Background
Concepts Used in Solar Farms

Whenever doing anything that relates to electricity generation, it is crucial to understand
the difference between alternate current and direct current motors. Each motor has their
advantages and benefits that make them more suitable for a specific task. The most substantial
difference is that the current in a DC motor only flows in one direction, providing constant
current and voltage, while the AC motor’s current and voltage switch periodically. Applications
of DC motors can be seen in almost all electronic devices with a battery such as phones, laptops,
and flashlights (Hymel). However, AC motors are used in fans, lawn mowers, clocks, and can be
seen in home and office plugs (“What Are AC Motors Used For?”). When looking at advantages,
the DC motor has simpler installation, maintenance, and faster response time to starting and
stopping, while the AC motor is more durable, with a longer life span, and is considered more
powerful than the DC motor since it can generate higher torque by using a more powerful current
(Hymel).

Some other important concepts that are used when creating a solar farm are the units and
measurements of watts, volts, and current. Electric current is the total amount of charge passing
through a wire over a period of time (“What is electric current?”), current is essentially electrons
moving continuously in a pathway. There are many different units and terms we use to determine
the power and energy of current. Current is measured in amperes, and is the rate of flowing
electrons within a circuit. Voltage is used to determine how powerful a current is (Bieganski),
and it is calculated by multiplying amps by watts. Another way to think of voltage is the
“pressure” of the current. Watts is the energy consumed. This is usually measured in watt hours
and used to calculate cost when paying a monthly energy bill. A simple analogy of a water pipe
can help familiarize these terms.
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Figure 1: Water Pipe Analogy for Understanding Electricity (“Understand Power”)

Lastly, the difference between power and energy should be well understood. Energy is the
ability to cause change, while power is the rate of energy being used to create the change
(“Energy vs power). For example, a light bulb. Power is a unit of watts, so when looking at
lightbulbs with more watts that means they have more power (brighter). Energy is a unit of watt
hours, how many watts are used per hour. So, the brightness of a light bulb is the power while the
amount of watts it uses per hour is the energy (“What’s in a Watt? Power vs. Energy”).

Carport
Carports are structures designed to shelter an area designated for a car. There are many

different carport designs each aimed at protecting cars parked in the spaces from elements that
can damage and wear a car. Some of the most common types are the inverted L, T, 4 legged, and
V configurations. Recently, carports in commercial environments have started to be built to
house solar panels on top of them. The benefits of these solar carports include leaving a reduced
carbon footprint, maximizing available space, environmental benefits, and more (“Benefits of
Commercial Solar Carports?”).

Figure 2: T-Carport Design (“("Carport / Shading Structure")
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Figure 3: V Carport Design (“The Role of Solar Carports”)

Figure 4: Inverted L Carport Design (“Carport”)

Figure 5: 4 Legged Carport Design (“Carports Vehicle Cover”)

Renewable Energy
In today's world, humanity relies on power to survive. However, traditional ways of

harnessing energy for the world's needs has been destructive towards the environment with
global warming on the rise due to carbon emissions. Due to this, renewable energy has been
increasing in popularity and use. Renewable energy is a type of energy where its natural source/s
replenish at a higher rate than consumed (“What is renewable energy?”). Not only are renewable
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energies environmentally friendly, but they are also very efficient and cheaper to use in the long
term.

Some of the different types of renewable energies include hydropower, wind, geothermal,
marine wave, and tidal. Hydropower uses flowing water to generate power. It works by using the
elevation difference in bodies of water such as flowing rivers to push a turbine and create power
(“Hydropower Basics”). Wind energy is harnessed using turbines that are turned by the kinetic
energy of air in motion to rotate a turbine which then is converted by a shaft to electrical
energy(“Wind energy”).Wind farms can be used in places with consistently high wind speeds and
can either be onshore or offshore. Geothermal energy is the heat energy from the Earth. It is
extracted by drilling into geothermal reservoirs at various depths and temperatures. The steam or
hot water from the reservoirs can be brought up to the surface and be used to generate electricity
or water heating (“Geothermal Basics”). Wave energy works by capturing the movements of
waves, then converting it into electricity through different devices placed in the water (“Wave
energy”).

What is solar energy?
Solar energy is the most abundant and sustainable energy that Earth has to offer (“What is

renewable energy?”). With developments in the technological field, mankind has gained the
ability to convert sunlight radiation to electricity in a variety of ways using different technologies
such as photovoltaic solar panels, concentrated solar power, and solar water heating systems
which will be discussed further (“The 4 Main Types of Solar Energy”).

Solar irradiance is the measure of the amount of solar energy received at one specific
location (“Frequently Asked Questions”). Solar irradiance is often confused with solar radiation
however they are different since solar radiation is the total amount of energy emitted by the sun.
Solar irradiance is measured in three different ways, direct irradiance is the measure of the solar
irradiance that reaches a surface, it is measured by a Pyrheliometer on a sun-following tracker.
Diffuse irradiance is the measure of solar irradiance scattered by the atmosphere and is measured
by a shaded Pyranometer under a tracking ball. Lastly, global irradiance is the sum of both direct
and diffuse components reaching the same surface and is measured by a Pyranometer with a
horizontal sensor. With this information, solar irradiance can be used to calculate and estimate
how much solar energy can be harvested in a specific area. The formula in the schematic can be
used to calculate this optimum angle. (GHI = DNI * cos(θ) + DHI) (Alawneh 28).
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Figure 6: Diagram of what GHI, DNI, and DHI are (Alawneh 28)

One way to generate electricity from solar power is with Concentrated Solar Power
(CSP). CSP farms, which are usually built in remote and flat areas, use mirrors to reflect and
concentrate sunlight onto a specific point called a receiver, usually on the top of a tower which is
surrounded by all the mirrors (“Solar power tower”). The receiver contains liquids such as oil, or
molten salt which can hold heat well. Once the liquid in the receiver is heated up, it creates steam
which can then be used to turn a turbine and power a generator (“Concentrating Solar-Thermal
Power Basics”). As of 2023, Spain has the biggest number of CSP projects at 56, followed by the
USA, then China (“Concentrating Solar Power Projects”).

Another option that is cost efficient are solar water heating systems. These systems use
the energy of sunlight to heat up water for domestic use. The systems work by flowing water into
a component called the collector which is facing the sun. As the water heats up, since hot water
is less dense than cool water, it flows up an ascending pipe into the water tank, ready for use.
However, there are two main systems, active and passive. The active system uses direct and
indirect circulation systems. The direct circulation system is better for climates which don’t
freeze, the indirect system is used in colder climates but is slightly more expensive. The second
type of system is the passive water heating system which is typically cheaper but not as effective
as active systems. This system uses Integral collector-storage passive systems which are
essentially transparent water tanks that are directly heated by the sun, and Thermosyphon
systems which have collectors on the roof that heat up the water (“Solar Water Heaters”).

Figure 7: Active, Closed Loop Solar Water Heater (“Solar Water Heaters”)
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Figure 8: Passive, Batch Solar Water Heater (“Solar Water Heaters”)

The most common type of system used to generate electricity from sunlight are
photovoltaic cells. The cells which are grouped into a solar panel absorbs photons coming from
the sun. Within these panels are a positive and negative layer which create a magnetic field. Once
the photons are absorbed by the cells, the semi-conductive material frees some electrons which
then generate electricity. Arguably the best benefit of solar photovoltaic systems is their ability to
generate electricity anywhere as long as there are enough photons coming from the sun (“Solar
Photovoltaic Technology Basics”). Some of the biggest solar photovoltaic power plants can be
found in India, China, and Egypt (Sharma).

When looking at solar photovoltaic power plants, there are many subsystems set in place
to actually convert the sunlight energy to electrical current. The first and most important
subsystem is the solar panels themselves that are absorbing the sunlight and freeing electrons
creating current (“Solar Photovoltaic Technology Basics”). Holding the solar panels in place at
the most optimum angle is the mounting and racking systems. Mounting and racking systems
offer versatile options for installation. They can be fixed and put on various surfaces such as the
ground, roof, or carport. Alternatively, they can also be mounted with a single or double axis
tracking mechanism that tracks the sun during the day and tilts during different seasons
throughout the year to maximize yield from the farm. However, the double axis systems are only
usually used at high altitudes where farms can’t be efficient without the systems (“Single-Axis
and Dual-Axis Solar Tracker”). Then there is the balance of system (BOS) which makes up the
majority of the components in a solar PV farm. Essentially it is all the components in the farm
excluding the mounting and solar panel systems. The first component is the inverter which
changes the direct current that the solar panels produce to alternate current which is more
suitable for powering homes (“What are the main components of a solar energy system?”). Then
to regulate the voltage and current coming from the panels to the batter, the charge controller is
used. To optimize efficiency and limit prevent under or overcharging the Battery Management
System (BMS) is set in place. Lastly, to link and connect all the components to make the farm
work, high quality wires are used ("What Is BOS in Solar Power?").
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Figure 9: Grid-connected PV System (“Solar PV Systems”)

History about the camp
In 1949, the Shatila refugee camp in Lebanon, Beirut was established for Palestinian

refugees coming from the Israeli-Palestinian conflict where Zionists were violently ethnically
cleansing Palestine. Initially the camp comprised 500 residential units, however it has now
expanded and grown. Most of the new residential units have been built over the old ones without
proper foundations. Due to the demand for residential units and limited spacing, refugees were
forced to build vertically, significantly increasing risk of building collapse (“SHATILA CAMP”).

During Lebanon's 15-year civil war in 1982, Isrealis invaded Lebanon and proceeded to
target destroying the Palestine Liberation Organization (PLO) which was based in Lebanon and
was launching attacks on Israel. The PLO withdrew from Lebanon on September 1st with
assurances from the USA and a multi-national force that the remaining Palestinian refugees and
civilians would be protected. Two weeks later between September 16-18, 2,000 to 3,500 people
were killed when right winged Lebanese militia coordinated with Israeli forces to attack the
Sabra and Shatila refugee camps along with Lebanese civilians. Testimonies spoke about mass
graves, mutilations, and rape (“Sabra and Shatila massacre: What happened in Lebanon in
1982?”).

Currently, Lebanon's situation has become quite dire with the 2020 Beirut explosion
causing mass destruction and hyperinflation taking over the economy (“Dozens killed as huge
explosion rips through Lebanon’s Beirut”). After the explosion, fuel prices have reached a new
high which makes the already bad situation in Lebanon worse. Government power was already
only supplied for 1-3 hours a day, and now residents within the camp have to rely on increasingly
expensive electricity subscriptions privately owned by other residents within the camp (Bar-On).
However, there are still many NGOs and small companies in the camp providing humanitarian
aid and opening programs to help the residents in any way. One notable NGO is Basmeh &
Zeitooneh (translates from Arabic to “Smile & Olive”). They opened many successful programs
such as the Women’s Workshop that taught women refugees in the camp how to embroider, then
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proceeded to sell their work through the NGO’s selling channels and provide the women with
income to help support their families (“Women’s Workshop”).
Literature Reviews:

With the increasing demand of energy due to the increase in the amount of electric
vehicles in use, a study by Robinson and Chung proposes full mechanical and economic analysis
of three possible solar photovoltaic carport solutions along with their complete designs. These
designs offer cost-efficient solutions that provide the needed space for the panels. All three
designs have an expected lifetime of 25 years to match a standard PV-warranty.

The three designs consist of one exclusively wood single-parking-spot spanning system.
The second is an aluminum and wood double-parking-spot spanning system. And the final
design consists of a wood and aluminum cantilevered system for curbside parking. The first
option is the most cost-efficient, costing CAD 4448.69 for 5 parking lot spaces. Please note this
is excluding the solar photovoltaic panels themselves and is based on the cost of materials in
Canada as of July 2022. This research paper provides economically efficient photovoltaic carport
designs that can be used to generate electricity for the Shatila refugee camp in the nearby
stadium parking lot (Robinson et al. 6).

Moving forward from carport designs, this research paper discusses the challenges faced
when trying to implement a solar photovoltaic farm as an energy solution to two refugee camps
in Rwanda. The paper goes over the implementation process of two co-conceived standalone
photovoltaic-battery systems in two Rwandan refugee camps, Kigeme and Nyabiheke. The
methodology for implementing the systems in each camp was to first select which communal
facilities should receive energy, then create designs and implement them, and finally monitor and
analyze system performance and utilization.

After nine months of the systems actively running at both camps, the results showcase
low performance ratios (the ratio of actual energy output to the expected energy output of a
system). One system had a performance ratio of 33% while the other was 25%. These low
performance ratios were due to residents using very little of the total energy output from the
photovoltaic-battery systems.

To conclude, the research paper advises three things when implementing energy
interventions in refugee camps. The first is to respond to implementation and operational
challenges. Refugees were not using energy due to false perceptions of reliability therefore
inhibiting themselves from a resource that was available to them. It is crucial to educate them
before implementing such a system to maximize its benefits. Additionally, a more thorough
investigation and research on energy usage statistics should have been done before building the
PV systems to limit waste of resources and have a higher performance rate. Secondly, designing
systems that respect and reflect the socio-political-economic dynamics of the refugee
communities that the systems are being implemented in. Lastly, introducing co-creation
processes for sustainable community-based energy interventions in displaced settlements. With
the information from this research paper, mistakes that were made when implementing solar
panels in Rwandan refugee camps can be avoided when implementing them in the Shatila
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refugee camp, thus increasing performance ratios and limiting energy wastage. (Nixon)
Further insights emerge from a field analysis of photovoltaic solar panels installation

after 10 years of use in Saharawi refugee camps. Results found that even though the solar panels
were of high quality, due to maintenance being non-existent, it dramatically reduced the life
expectancy of the panels. This was due to failure of training the personnel that would maintain
and be in charge of the installation everyday caused by the lack of cooperation between the
different agencies at the camps. Without maintenance the life expectancy of some panels with
burnt cells dropped from around 20 years to 7. Additionally, throughout years of use,
components such as inverters have been replaced with lower nominal values further reducing the
performance of the installations. To avoid lowering the life-expectancy of installations, it is
necessary to organize strong training programs to educate personnel on how to operate and
maintain installations. It is also critical to teach general concepts of a solar photovoltaic farm in
order to know what to replace when an installation malfunctions, or a part needs to be replaced.
This would exponentially increase the life expectancy of installations and the lives of the
refugees living in the Saharawi refugee camps. If the advice in this research paper is heeded and
applied to the Shatila refugee camp, the PV installments will have higher life expectancies, as
well as be more efficient. (Fuentes et. al)

Shifting focus to broader strategies, this research paper discusses the use of off-grid solar
systems for humanitarian action. Specifically, present and future private sector business
strategies that would help support the growing market of off-grid solar systems made for
humanitarian aid.

There are 4 different solutions discussed in the paper that use solar power to fulfill the
basic needs of power needed for refugees residing in various camps. The solutions are,
All-in-One, Case Portable, Transportable, and Component Modular. The All-in-One solution is a
transportable watt level capacity device used for lighting capable of lasting 4-6 hours before
needing to be recharged with sunlight. It essentially is a solar powered flashlight or lantern. The
Case Portable solution comprises one or more cases that store solar panels, power electronics,
and power management that can be quickly deployed to generate energy that can be used later
on. The transportable is a mobile trailer that houses solar panels, power management, and power
electronics that can be deployed quickly and easily. Lastly, the Component Modular is a
traditional unpackaged engineered solar system built to fulfill the requirements of energy usage
at the located site. However, this is the most expensive solution and a higher installation and
service skill level.

Depending on the nature and situation of a refugee camp, the applications of both
packaged and unpackaged solutions in refugee camps present great potential to help. With the
packaged solutions being more catered towards temporary camps due to their low price and
quick deployment, while unpackaged solutions such as the Component Modular are better suited
towards permanent refugee camps with higher energy usage. The temporary solutions this
research paper provides can be used in the Shatila refugee camp while the permanent PV panel
installation is being built (Franceschi).
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Methods:
To predict the yearly total photovoltaic power output, two things will have to be

considered. This includes the area of the installment site and amount of wattage per solar panel,
which depends on the type of panel used. The first task was identifying a suitable location for the
solar plant. Installing panels within the camp is not possible at this moment in time due to lack of
available space, which would also make it difficult to equitably distribute the panels, and lack of
resources for things such as maintenance and building security. Therefore, the next viable option
with a flat area is the parking lot that belongs to the government owned Camille Chamoun Sports
City Stadium. The second task involves calculating the maximum power (Pmax) of the type of
solar panel used for the project. The Tiger Pro 72HC 550 Watt panel from Jinko was chosen as
Jinko is one of the biggest solar companies on the market with more affordable, durable, and
efficient products than competitors. With its Pmax at 550 Watts at standard testing conditions
(STC), the Tiger Pro is the ideal choice for this project (Ullevig). The first iteration will calculate
the approximate energy output of the farm based on the full area of the parking lot. The second
iteration will calculate the approximate energy output of the farm while taking into consideration
the space of the carports that will be constructed and the space for roads between each row of
parking lots.

During the research process, two different iterations were used to provide an estimate on
the total power output of the solar farm. The first iteration consisted of 5 different estimates.
These estimates calculated the total power output of the installation based on using 100%, 90%,
80%, 70%, and 60% of the parking lot’s total area. This is to account for any space that might be
used up by roads, space between panels, and light posts in order to get a range of estimates so
one will be close to the actual energy output of the farm. The second iteration consisted of
designing the carport layout on AutoCad that accounted for space needed for cars to navigate,
enter, and exit the parking lot. After designing the layout and counting the number of panels that
fit, this iteration will provide a closer estimate to the actual power output of the farm.

The next step is to calculate the power output of the farm. In order to do that, the number
of panels that fit in the parking lot needs to be known. To calculate the number of panels that fit
in each area percentage of the parking lot, the area of the parking lot is divided by the area of one
panel. To obtain the area of the parking lot, Google Earth Pro was used. The area of a Tiger Pro
72HC 530-550 Watt was found on the Jinko website's specification PDF for this specific panel
(“Tiger Pro 72HC 530-550 Watt”).

Next, the maximum power (watt peak) of the farm is computed by multiplying the
number of panels by the Pmax (maximum power point) of each panel. Again, the Pmax was
obtained through the Jinko website's specification PDF for this specific panel. Once the
maximum power is known, further analysis can be conducted to assess the farm’s energy
generation potential. This will have to take into account factors such as sun hours and efficiency,
among others. Then, to calculate the yearly output of the farm for each percentage of the parking
lot area being used, and the average output each month, the maximum power was plugged into
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the website Global Solar Atlas. Other settings such as optimum solar panel tilt and solar azimuth
were left at the default 27º and 180º.

Moving on to the second iteration, the next first step was to try and get a more accurate
total energy output by actually plotting the carports on the parking lot and adding each individual
solar panel to count the total amount of panels that fit. AutoCad was used for the 2D design of
the carport layout, and Google Earth Pro for the parking lot measurements. The design was made
to provide the most amount of space for the solar panels, while also being a functional parking
lot. After plotting down each panel into the parking lot, and counting the total total number of
panels, the steps to find the maximum power, monthly, and yearly power output of the farm were
repeated for this iteration.

Results
First Iteration

Map Data (per year)

Direct normal irradiation DNI 1968.3 kWh/m²

Global horizontal irradiation GHI 1904.8 kWh/m²

Diffuse horizontal irradiation DIF 654.2 kWh/m²

Global tilted irradiation at optimum angle GTI opta 2111.2 kWh/m²

Optimum tilt of PV modules OPTA 27 / 180 º

Air temperature TEMP 21.3 ºC

Terrain elevation ELE 51 m

Table 1: Map Data of Parking Lot Site

Table 1 represents map data recorded from global solar atlas’s measurements at the
parking lot’s location. Measurements of both DNI and GHI are relatively high at 1968.3 and
1904.8 kWh/m2 indicating that this is a suitable location to set up a solar farm. Temperature
however is average. The most optimal way to set up the solar panels is with a 27º off the ground
facing south. The terrain elevation is 51m, which will reduce energy output as the higher the
terrain elevation, the more solar irradiance that can be converted to electricity.
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Figure 10: Horizon and Sunpath Graph of Parking Lot Site

This graph showcases the sun’s path throughout the year and how it changes in different
months throughout the year. At the top of the graph on the x-axis is the solar azimuth, which is
the angle between north, and the sun’s position at the parking lot’s location. Then at the bottom
of the figure are the directions of North, East, South, and West to help show the sun's relative
position at different times throughout the day. Moving on, the y-axis is the solar elevation angle
which is essentially the angle at which the sun appears in the sky from a specific location on the
Earth's surface. After, the legend showcases a terrain horizon which is any terrain that is blocking
the sun at the parking lot’s location. Next is the active area, which is all the area the sun covers
throughout the year. Then the red and blue lines are the June and December solstice that show
the sun’s path on the longest and shortest day of the year. The blue numbers and hours on the
graph are used to show Eastern European Summer Time, while the figure of 8 shows the
coordinates of the sun in the sky for every single day of the year. Lastly, the solar time is shown
with black dots. Solar noon at this location for the December and June solstice 12h-13h
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Percentage Area of
parking lot

Panels that
fit

Maximum
Power

(watt peak)

Yearly Farm
Output (GW/h)

100 20,506 7951 4,373,050 7.358

90 18,455 7155 3,935,250 6.621

80 14,764 5724 3,148,200 5.297

70 10,335 4007 2,203,850 3.707

60 6,201 2404 1,322,200 2.225

Table 2: Percentage of area of parking lot, panels that fit, maximum power, and yearly farm
output in gigawatt hours

Table 2 showcases all the data that was found in order to be able to reach the end goal of
calculating the farm's yearly output. The percentage of the parking lot area was divided by 2.579,
the area of one panel, to get the number of panels that fit in that area. The maximum power was
calculated by multiplying one of the percentages’ number of panels that fit by 550, as that is the
Pmax of one panel.

Figure 11: Graph Comparing Months and Megawatt Hours for Different Percentages

Figure 11 showcases the monthly megawatt hours estimates produced by the 5 different
percentages of parking lot area. Megawatt hours is the total amount of energy produced per hour.
One megawatt is one watt multiplied by 106. July was the month with the highest megawatt
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hours produced by each percentage of the parking lot area with 100% producing 773 MW/h,
90% producing 695.6 MW/h, 80% producing 556.5 MW/h, 70% producing 389.4 MW/h, 60%
producing 233.7 MW/h. Meanwhile, December was the the month with the lowest megawatt
hours produced by each percentage of area with 100% producing 405.4 MW/h, 90% producing
364.8 MW/h, 80% producing 291.8 MW/h, 70% producing 204.2 MW/h, 60% producing 122.6
MW/h. The yearly average for 100% is 613.2 MW/h, 90% is 551.8 MW/h, 80% is 441.4 MW/h,
70% is 308.9 MW/h, and 60% is 185.4 MW/h.

Second Iteration

Figure 12: Google Earth Pro Skyview of Parking Lot
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Figure 13: Parking Lot AutoCad Design:

Figure 13 is a 2D parking lot layout designed for the Camille Chamoun Sports City
Stadium parking lot area on AutoCad. The distance between the red and yellow line is 2.7
meters, representing a car lane. All the rectangles represent one of the Jinko Tiger Pro 72HC 550
Watt solar panels. The carports are designed with the T configuration to fit the maximum amount
of solar panels in the least amount of space. The total number of panels that fit into this design
was 4,736. The maximum power calculated from this iteration of the solar farm was 2,604.8
kWp. The yearly power output was 4.383 GWh
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Figure 14: Monthly Average megawatt hours output of farm

Figure 14 showcases the monthly megawatt hours estimates produced by the second
iteration which is shown in Table 3. July was the month with the highest megawatt hours
estimate with 460.4 MW/h produced, while December was the lowest with 241.5 MW/h
produced. The yearly average of megawatt hours for this iteration was 365.2 MW/h.

Discussion
When looking at figure 10, certain factors would change how the table looks, however all

these factors are based on the location of where this data is taken. The path of the sun would
differ based on many different factors such as terrain elevation, latitude, obstructions,
hemisphere, and more. When comparing a sunpath x horizon graph between the northern and
southern hemisphere, the June and December solstices would switch places, meaning that the
longest day of the year for a location in the northern hemisphere would be in June, while in the
southern hemisphere it would be in December. When looking at the latitude of a location, it
probably has the biggest effect on the graph. The farther a location is from the equator, the less
solar elevation it will have, and vice versa. Additionally, if the chosen location has terrain
obstructions such as mountains, less sunlight would strike the solar panels throughout the day
meaning that less irradiance would be absorbed. This would lead to the installation producing
less energy.

Moving on to figure 11 which showcases the monthly megawatt hours for each version of
the solar farm, many clear patterns emerge such as July being the month with the highest amount
of energy production and vice versa with December, and that the 100% version of the solar farm
produces the most energy. Firstly, July is the month with the highest energy output, and
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December is the lowest month due to many different factors. One factor is that the days in the
summer are longer than the days in the winter for countries in the northern hemisphere like
Lebanon. Another factor that contributes to this pattern is the sun angle being lower in the sky
causing the rays to have to pass through a greater thickness of the Earth's atmosphere before
reaching the location. This in turn causes more scattering and absorption of sunlight resulting in
lower intensity of radiation reaching solar panels. Secondly, the version of the farm that uses
100% of the parking lot’s area produces more energy monthly than the other versions due to it
having more space to fit more solar panels. With more solar panels, energy production increases.
These patterns are comparable to the results of Figure 14.

When looking at the results of this graph, the difference between each version of the
farm’s output values roughly stays the same, holding a linear relationship. This can be compared
to the results of Table 2 where all values between each percentage version of the farm hold a
strict linear relationship with each other. However, it should be noted that these figures were
taken from a simulation run on Global Solar Atlas, and that these numbers would fluctuate when
applying these designs in a real-world environment.

Moreover, the cost of the solar panels needed for the second iteration’s installment is
important to consider as it will take up the majority of the funding for this project. As of 2019, it
is estimated that it will cost $935 per kWp in a solar photovoltaic ground-mounted system
(Jabbour 7). The second iteration’s design has a kWp of 2,604.8 meaning it would cost
$2,435,488. However it should be noted that this is the cost for a ground mounted system and not
a carport system which would require more materials, thus more money. Additionally, these
prices will vary depending on location and which supplier the panels are bought from.

Lastly, to actually answer the research question, estimates of the power consumption of
the camp have to be compared to the second iteration farm’s output energy estimates, 4,383,000
kWh yearly, to see if that is actually a sufficient amount of energy to supply the whole farm. The
refugee camp was estimated to hold around 40,000 residents in 2018, that number has grown
since then but due to the severely poor infrastructure and layout of the camp, it would take more
effort than it is worth to count the population ("Refugee-led Humanitarianism in Lebanon’s
Shatila Camp"). Most of the people within the camp live with their families, houses with 1-3
rooms holding around 6 people. Since the families within the camp mainly use electricity for
fans, lights, fridges, ovens, charging phones, and televisions.

The average person in Lebanon consumes 2,583 kWh per year, however there is much
less demand for power in the camp as of now (“(kWh per capita) - Lebanon”). For that reason
2,583 will be multiplied by 0.5 to try to get a power consumption estimate that is more accurate:
791.5 kWh per year. 791.5 kWh is multiplied by the camp’s estimated number of residents,
40,000, to get the camp's total power consumption estimate of 31,260,000 kWh ("Refugee-led
Humanitarianism in Lebanon’s Shatila Camp"). Since the second iteration farm’s power output is
4,383,000 kWh yearly, the farm would only be able to supply 14.02% of the Shatila Refugee
Camp’s power needs.
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Conclusion
In conclusion, after proposing to build a solar farm to provide free energy to the residents

of the Shatila Refugee Camp in Beirut, Lebanon, the results show that the solar farm will only be
able to sufficiently provide 14.02% of the total energy demand for the residents of the camp.
However, the economic aspect of this project has to be reemphasized in that it will cost upwards
of $2.5 million due to the cost of buying thousands of solar panels, then materials for building
the carport structures, and lastly the cost of labor to hire workers to build this farm. Additionally,
other than the economic drawbacks, this project would require approval from the Lebanese
government to build a solar farm in their stadium’s parking lot.

However, when looking at the potential of this project and the amount of lives that would
benefit from the power this farm would supply, the benefits far outweigh the cons. Residents
within the farm would be able to use the money they originally spent on electricity for medicine,
food, education, better housing, and more. This project would provide a long-awaited solution to
an impossibly difficult situation that could be a pivotal point in increasing the quality of the
residents living in the camp.
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British Colonization as the Fundamental Cause of the Ogaden War By Julia Bae

Abstract
The Ogaden War was a major conflict in a string of constant border disputes between

Ethiopia and Somalia. The proximate causes of the war are debated, with historians asserting that
the Cold War influence of the Soviet Union and United States was the most prominent, with
others arguing that it was the economic motivations of the two nations. This paper aims to delve
one step further back in history to uncover the foundational cause of the war: the long-lasting
effects of colonialism, particularly British colonial policies. At the very root, Western-made
borders that established their African colonies caused the geographic separation of ethnic Somali
people, which led to enduring ethnic tensions across the Ethio-Somali border. Subsequent British
colonial practices of selecting local African officials based on their ethnic clan embedded the
idea that ethnic and political allegiances were synonymous. As a result, the Somali government
remained politically divided after gaining its independence, creating a disjointed government that
was vulnerable to Mohammed Siad Barre’s military coup, after which he gained dictatorial
power of Somali and gave the command to invade the Ogaden.

I. Introduction
In July 1977, Somali military dictator Mohamed Siad Barre invaded the Ogaden region in

Ethiopia, marking the inception of the Ogaden War (Faloyin 122). Also known as the
Ethio-Somali War, the yearlong conflict caused tens of thousands of deaths and captured the
interest of several foreign nations. Although the element of surprise allowed Somalia to gain an
initial advantage, Ethiopia ultimately emerged victorious, winning this chapter in the long and
complex history of border conflict between the two nations ("Overview of Conflict in
Somalia.").

Nearly ninety years prior, Great Britain and Italy established their first Somali colonies.
While the nearly century-long gap between the formation of Somali colonies and Barre’s
invasion may make these events seem unrelated, the far-reaching impacts of Western colonialism
on Somali society and politics did contribute, albeit indirectly, to the cause of the Ogaden War.

Geographically, the present day Republic of Somalia is shaped like a sideways ‘V,’ as the
nation is the union of the former British Somaliland and Italian Somliland colonies; the Ogaden
is the land area in between these two regions (Mariam 192). At the time of Barre’s invasion, the
Ogaden region remained within Ethiopian borders, though the land area was primarily inhabited
by ethnic Somalis. As a result, the Ogaden War is understood as a manifestation of these
long-standing ethnic divisions (Faloyin 122).

Essential events in the history of Somalia’s colonization and independence, as well as key
dates in the Ogaden War and the rise of Barre, can be found below:

1884: Berlin Conference begins.
1888: Britain makes its first treaty with Sultan Mohamoud Ali Shire to officially establish

its Somali colony (Mahmoud 9).
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1888: Italy makes various land agreements with sultans in Somali territories.
1897: Britain and Ethiopia enter the Anglo-Ethiopian Treaty.
1927: Italy unites its various regions into the singular Italian Somaliland colony.
1941: After the fall of Benito Mussolini’s fascist rule in Italy, Britain temporarily governs

both British and Italian Somaliland.
1954: Britain reaffirms the Anglo-Ethiopian Treaty of 1897 and withdraws British troops

from the Ogaden and the Haud Region (Brown 245-64).
1960: British Somaliland and Italian Somaliland unite to form an independent

nation, officially called the Republic of Somalia.
1964: Somalia and Ethiopia engage in a brief border war over the Ogaden; they reach

a truce within a week.
1969: Mohamed Siad Barre becomes President of Somalia after his successful military

coup.
1977: The majority of the Ogaden is controlled by pro-Somalia guerilla groups.

Somalia, under the dictatorial rule of Major General Siad Barre, invades Ethiopia.
1978: Somalia withdraws troops from Ethiopia.
1991: Barre is overthrown from power.

Due to the number of factors that may have contributed to the Ogaden War, including
ethnic ties, foreign influence, economic interests, and Barre’s personal agenda, historians
continue to debate the causes of the war. Some military analyses refer to the influence of the
Soviet Union and the United States, arguing that Somalia’s changing alliances with the two
competing nations pressured Somalia to instigate the military conflict (Nkaisserry). Other
researchers argue that Somalia was motivated by the prospect of ethnic reconciliation with the
Somalis living in the Ogaden. Different historians say that the optimal trade access provided by
Ogaden to the Wabi Shebelle and Ghenale rivers supplied substantial economic motivation for
Somalia to annex the territory (Mariam 213-214).

While there is evidence that all of these factors may have motivated the Somali invasion,
a broader perspective reveals that all of these aspects originate from the same root: the lasting
impact of Somalia’s colonization. Even competing scholars agree that colonialism laid the
foundation for Somalia’s pervasive ethnic divisions and undermined efforts to establish a unified
and democratic government. British colonization reinforced Somalia’s ethnic and political
divisions, thus paving the way for Barre’s rise to authoritarian power and serving as the
overarching catalyst for the Ogaden War.

II. Western-Made Borders Dividing Ethnic Somali People
European colonizers disregarded the location and movement of Somali clans when they

established the Ethio-Somali border, effectively laying the foundation for future land conflicts
provoked by ethnic divisions.

Similar to many other African nations, Somalia’s borders were drawn by Western leaders
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and separated Somali ethnic groups into several different colonies. These borders were first
synthesized at the Berlin Conference in 1884, which marked the culmination of European
colonization and the height of the Scramble for Africa. From November 1884 to February 1885,
the leaders of European powers gathered to stake their claim over resource-rich African
territories (De Leon 127, 139). While representatives from Britain, France, Germany, and other
Western nations attended and signed the final declarations of the conference, there was no
consideration to African leaders or voices when allocating land to European colonizers ("General
Act of the Berlin Conference on West Africa, 26 February 1885.").

At the Berlin Conference, Britain, France, and Italy first claimed control over the land in
the Horn of Africa. Also known as the Somali Peninsula, the Horn of Africa encompasses
Somalia, Ethiopia, Djibouti, and Eritrea. Three years after the conference, Britain formalized
their British Somaliland, officially titled the Somaliland Protectorate, by signing treaties with the
indigenous clans living there (Mahmoud 9). Italy established Italian Somaliland in 1889. Thus,
following the resolution of the Berlin Conference and its subsequent land treaties, ethnic Somali
groups, including the Isak, Darod, Hawiya, and Sab people (Mariam 192-193) became divided
among five geographic regions: British Somaliland, Italian Somaliland, the Ethiopian Empire of
Menelik II, the Northern Frontier District of Kenya, and Cote Francais des Somaliens, which is
present-day Djibouti (Bradbury 24). Inevitably, the division of ethnic Somali people across
different nations fostered tensions of ethnic groups wanting to reunite.

Alongside the ethnic tensions that resulted from artificially created borders, Britain’s
international affairs and treaties, particularly the Anglo-Ethiopian Treaty of 1897, further created
the foundation for land battles over the Ogaden. Under the Anglo-Ethiopian Treaty, Britain ceded
the Haud Region of British Somaliland, which included the Ogaden, to Ethiopia (“Hawd
Plateau”). Britain also reaffirmed the treaty with Ethiopia in 1954; in this agreement, Britain
declared Ethiopia’s “full and exclusive sovereignty” over the Haud and announced the
withdrawal of all British troops from the area (“Agreement between the Government of the
United Kingdom of Great Britain and Northern Ireland and the Government of Ethiopia,").
However, after their founding in 1960, the newly created Republic of Somalia rejected the
validity of the treaty. Since Somalia had no input in the agreement, the nation claimed that the
Haud Region rightfully remained theirs (“Observations of Member States of the Draft Articles
on Succession of States in Respect of Treaties Adopted by the Commission at its Twenty-Fourth
Session.”). Tension between Somalia and Ethiopia grew as they challenged each other and the
Anglo-Ethiopian Treaty, eventually sparking a border war in February 1964 over both the Haud
and Ogaden regions. Although the two nations reached a truce and ended the conflict within a
week (The Associated Press), this first clash was just a prelude to the Ogaden War, when the
continued border tensions escalated to a more violent conclusion.

In addition, since the colonial era, the Ogaden remained primarily composed of ethnic
Somali groups (Faloyin 122), which only fueled the desire for Somalia to reclaim the region.
Indeed, the Ogaden is named after the ethnically Somali Ogadeeni people, thus highlighting the
strength of connection between the region and Somalia (“The Ogaden.”). Furthermore, a large
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number of Somali ethnic groups were nomadic and continued to migrate across the Haud region
(“Hawd Plateau.”). Therefore, although the Ethio-Somali border had been artificially established
through British policies and treaties, the ethnic ties among Somali groups remained despite these
borders. As a result, border tensions were only exacerbated by the prospect of ethnic
reconciliation with the Somali people living in the Ogaden. Ultimately, the division of ethnic
Somali people, which was a product of colonial border formation, contributed to the
Ethio-Somali border tensions and was a primary cause of the Ogaden War.

Evidence for the prominent role of ethnic ties can be seen throughout the Ogaden War.
Throughout the conflict, Somali guerilla fighters were crucial for the initial success of Somali
forces. Organizations such as the Western Somali Liberation Front (WSLF) and the Somali-Abo
Liberation Front (SALF) made progress in fighting local government offices and officials; in
fact, pro-Somalia guerilla groups controlled the majority of the Ogaden in early 1977 (Tareke
639-641). These organizations derived much of their support from ethnic Somali people living in
southern Ethiopia who supported the irredentist aspect of the war (Tareke 639-640). Thus, the
role of regular citizens as guerilla fighters in the Ogaden War reflects the strength of motivation
for ethnic Somalis to reunite, and by association, how impactful the division of ethnic Somali
people was.

III. Policies in British Somaliland and Subsequent Unification Challenges for Somalia
The British method of selecting local government officials further entrenched individual

clan allegiances among the Somali people, ultimately generating conflicting sentiments of
national and individual clan allegiance. Consequently, the post-independence struggle to build
sustainable Somali nationalism generated widespread challenges for government unity and
stability.

British colonizers utilized a system of indirect rule that perpetuated divisions among
Somali ethnic groups. Because it considered Somalia less valuable relative to their other
colonies, Britain exerted less oversight in the colony and relied heavily on existing clan
leadership systems to govern its colonial lands (Renders 36). However, in 1941, Britain altered
their system of colonial governance and began ruling more actively. In 1941, which was during
the midst of World War II, the Italian dictator Benito Mussolini fell from power. As a result,
Britain gained temporary control over Italian Somaliland, and in order to maintain control over
this larger region, Britain actively imposed new policies. For instance, the British changed
British Somaliland’s capital, created new political groups including a municipal and legislative
council, and formulated centralized economic development plans for both colonies (Mahmoud
11). These British-created institutions remained intact, even after World War II, when Italian
Somaliland was placed under a UN Trusteeship. In the post-World War II era, British rulers
managed these new political systems by selecting individuals from a variety of ethnic clans.
While this process allowed for diverse clan representation, it inadvertently underscored the
divisions between ethnic clans, with “clan relations becom[ing] the most prominent determinant
of the political process” (Mahmoud 11). These divisions remained after Somalia gained
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independence and became especially apparent as competing political parties were typically
aligned with different ethnic clans (Mahmoud 11-14).

In the years immediately following its independence, the Republic of Somalia
experienced a temporary period of strong national sentiment. Present day Somalia was founded
by the union of British Somaliland and Italian Somaliland on July 1, 1960. Although the two
former colonies harbored substantial differences in ethnic composition and political systems,
Somali inhabitants of these colonies supported a united Somaliland, as it seemed to be the first
step towards achieving Greater Somalia (Walz). Greater Somalia referred to the unity of the five
regions where ethnic Somalis lived, including British Somaliland, Italian Somaliland, Kenya,
Djibouti, and the Ogaden. The idea of Greater Somali cannot be attributed to a single person or
event; rather, the concept gradually became more widespread after these five European colonies
were created. Particularly after World War II ended in 1945, Somali people had begun to express
their frustration with how their historic lands had been divided and split up ethnic groups as a
result. In response to this growing sentiment, the British proposed the idea of uniting the two
Somalilands. Britain’s proposal received opposition at first, particularly from France, the Soviet
Union, and the United States, as these nations had their own economic and political motives for
Somalia. However, local support for the Greater Somalia movement grew even stronger during
the 1950s, and after the Republic of Somalia was founded, many political parties and prominent
Somali individuals advocated for the ethnic reconciliation that Greater Somalia would bring
(Mahmoud 12-14). In particular, the Somali Youth League (SYL) and the Somali National
League (SNL), which were the first political parties in Somalia, advocated strongly for
nationalism and helped pressure the British and Italian colonies to unite (Renders 40). Similarly,
the Somali National League won the first parliamentary election by promoting its belief and
emphasis on Somali nationalism; they campaigned on their stated goals of improving education,
promoting Somali unity, and eliminating clanism (Renders 44).

However, despite the stated goals of the leading political parties, Somalia soon reverted
to a system of tribalism, as the nation was unable to overcome the internal divisions among
ethnic clans that had been repeatedly enforced by colonial powers. While the SYL and the SNL
advertised their support for nationalism in the first national election, looking closer at each
political organization reveals that each party had essentially the same values and ideologies. Both
had their main value being the unification of ethnic Somalias, with additional goals of improving
Somalia’s educational and economic systems. Ultimately, the main distinction between parties
was their ethnic clan composition (Mahmoud 12-14).

Somalia’s reversion to a political system where political parties were aligned by ethnic
clans was likely a manifestation of the legacy of British colonialism. After all, the British
colonial policies of categorizing political officials by ethnic clans solidified the idea that political
group and ethnic clan were synonymous; ethnic identity surpassed individual ideology. The final
effects of these divisions between political groups became distinctly apparent when the Republic
of Somalia was forming its new system of government. Furthermore, not only did Somalia
grapple with internal ethnic divisions, but they also faced tangible legal and logistical challenges.

304



Because the British Protectorate and Italian Somaliland were ruled under vastly different nations,
the Republic of Somalia had to reconcile different legal systems, different levels and
organization of government, and even different languages (Renders 45-46). Consequently, the
first leaders of Somalia faced daunting challenges when trying to build a cohesive, centralized
national government and a national identity.

IV. Mohamed Siad Barre’s Exploitation of Political Divisions to Rise to Power
The divided political landscape in the newly founded Republic of Somalia allowed

Mohammed Siad Barre to mount a successful military coup and ascend to power as a military
dictator; it was this authoritarian power that allowed Barre to invade the Ogaden.

Barre rose to power in 1969 after mounting a successful coup d’état that exploited
Somalia’s political divisions. After a Somali policeman assassinated president Abdirashid Ali
Shermarke on October 15, 1969, the Somali constitution dictated that a new president be
democratically elected within thirty days (Rogers). However, the existing clan allegiances and
tensions among Parliament members hindered the organization of an election and allowed the
Somali military to capitalize on this power vacuum (Renders 47). Six days after Shermarke’s
assassination, and with the support of the police, Barre led several prominent Somali military
officials in a coup that overthrew the democratic government and established a Supreme
Revolutionary Council (SRC). The SRC, with total executive and legislative power, proceeded to
arrest and place all existing council leaders on trial, creating space for Barre’s military regime
("Somali Army and Police Seize Power."). This coup was relatively unopposed, largely because
of the divisions within the Somali government that persisted since the nation’s founding.
Somalia’s economy failed to create sustainable sources of domestic sources of income, so
becoming a member of parliament transformed into one of the easiest ways for individuals to
access state funds (Renders 46-47). As a result, the competition between ethnic groups over
political positions became even more extreme, to the extent that five elected officials from the
reigning Somali National League were assassinated during the March 1969 national elections (
"Somalia: Death of a President."). Therefore, when the military seized control of the government
after their coup d’état, Somali citizens were more accepting of the military reign because it
signaled the end of the internally divided and constantly conflicting government.

Once in power, Barre continued to build support for his regime by addressing the
pervasive clan and tribal divisions. Barre gave many speeches in which he spoke against
tribalism and clanism. For instance, on May 15, 1974, Barre delivered his speech titled
“Tribalism is the Worst Enemy” to all the people in the Somali capital. In this speech, Barre
advocated for “Somali unity and independence” and urged people to combat their clan
separation, as “tribalism still remains [colonialism’s] main weapon” (Barre 347-349). Similar to
how the Somali people accepted Barre’s regime for the prospect of political cohesion, citizens
supported Barre’s speeches and his declarations of unity. In reality, however, Barre’s rule
contradicted his statements, as he engaged Somali forces in several military conflicts that were
motivated by clan disputes (Ingiriis 1-2). For example, Barre led a ‘clan cleansing’ during his
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rule that was essentially military sponsored killings of the Isaaq ethnic clan (Kapteijns 75). By
externally portraying himself as an advocate for a national Somali identity, Barre utilized
political divisions to appeal to the national sentiment and build support for himself.

Throughout his rule as an authoritarian military dictator, Barre implemented substantial
changes to Somalia’s government and took drastic actions on behalf of the nation—including his
decision to invade the Ogaden. Barre had a strong military background, as he served in the
Somali police force, attended military academy in Italian Somaliland, and became the Vice
Commander of the national Somali army upon its creation in 1960 (Ahmed). Barre utilized the
support of the military and police to enforce an oppressive rule on Somalia, effectively limiting
the free press, independent judiciary, and other democratic components that Somalia enjoyed
from 1960 to 1969. After assuming power in 1969, Barre continued to transform Somalia into an
autocratic regime; some of Barre’s first acts were to halt the constitution, disband the justice
system (Faloyin 121), and disallow all political parties other than the Somali Revolutionary
Socialist Party, which Barre created himself (“The Ogaden”). Finally, and perhaps most notably,
Barre exercised his total power by giving the order to invade the Ogaden. Barre’s rise to power
and invasion of the Ogaden can be viewed as a product of the lasting political divisions that
Somalia inherited from colonial policies.

V. Conclusion
British colonialism planted the seeds of ethnic and political divisions that remained

rooted in the Republic of Somalia and ultimately manifested themselves as causes of the Ogaden
War. In many ways, Barre’s ascent to power and invasion of the Ogaden was an inevitable
consequence of European colonialism. The European creation of borders within the Horn of
Africa produced geographic divisions among ethnic Somali people living in several different
nations. The growing ethnic tensions across the Ethio-Somali border ultimately erupted into
conflict as Somalis pushed to reclaim the Ogaden region. While the founding of the Republic of
Somalia was accompanied by nationalistic calls for unity, the political environment quickly
became divided by old clan allegiances. The British colonial practice of appointing government
positions according to ethnic clan facilitated the formation of political parties defined by ethnic
groups, which were well-established and difficult to break. These persistent political divisions
ultimately allowed Barre to take control of Somalia by a military coup and empowered Barre to
use his dictatorial power to initiate the Ogaden War. Thus, while external foreign interests and
economic motivations may have made imminent contributions, the ultimate cause of the Ogaden
War remains British colonialism and the enduring divisions it created.
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Modeling Lunar Landing via Deep Learning and Reinforcement Learning Methods by
Saaketh Suvarna

Abstract
This paper investigates how a deep learning neural network and a reinforcement learning

model can enable precise and safe autonomous navigation for space vehicles. With a recent
increase in interest in developing a lunar presence via the Artemis missions, the need for safe
autonomous landing systems also increases. The first method utilizes a convolutional neural
network trained on topographic maps of a simulated landing zone for a robotic lander. The neural
network is capable of identifying global regions of interest for flat landing spots along with local
solutions applied in a real mission scenario. The second method utilizes a reinforcement learning
model trained on a lunar topographic map. Via simulated results with randomized landing
trajectories, the reinforcement learning model was capable of identifying and assessing flat
landing spots as potential landing candidates. The model efficiently calculates the best landing
spots in the quickest time and can drastically increase the safety and success of future lunar
missions.

Introduction
Throughout the 20th century, the pace of human technological advancement is truly

remarkable, yielding our pursuit of progress. Within a mere 66 years, humanity progressed
through 2 monumental feats: The Wright Brothers' first flight in 1903, to the landing of the first
man on the moon in 1969. The growth of technology during this era was substantial. But since
then, advancements in lunar exploration have plateaued.

So why haven’t we returned to the moon? Despite the challenges posed by political and
budgetary constraints, the moon, with its 4.5 billion-year history, presents a significantly
hazardous environment for human exploration and habitation. With its surface littered with
craters and boulders, the chance of a safe landing is still a daunting task to overcome. The Apollo
11 Mission and its crew steered its way out of a potentially disastrous event for the US. At only
1600 feet above the moon’s surface, Neil Armstrong’s quick thinking saved the crew as he
grabbed hold of the control and steered the Apollo vehicle away. The spacecraft’s poor computer
system had guided the crew straight into a boulder-strewn field, cutting away precious mission
time as fuel sources were getting low. It's still a miracle today that the astronauts were able to
touch down safely upon the Moon’s surface.

Although it's been a while since we humans have touched the moon, many unmanned
attempts have taken place, all facing the same challenge: landing safely. India’s recent attempt at
another lunar landing ended fatally. The Chandrayaan-2 Mission failed in September 2019 when
the Vikram Lander crashed into the Moon’s surface. Another major lunar crash took place the
same year, as Israel’s Beresheet lander came into a hard landing with the surface, cutting the
connection with mission control and resulting in a significant setback for Israel’s Aerospace
Industries.
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The primary objective of this project was to propose a novel approach to addressing these
challenges in lunar landing. That approach involves the use of Artificial Intelligence. AI is a
technological system involving the replication and enhancement of the traditional human
cognitive process. It offers a new solution that surpasses human limitations in processing vast
amounts of data and making real-time decisions. By leveraging reinforcement learning
capabilities, this research modeled safe landing spots on the moon from elevation data. The
application of this system in the case of a real mission drastically reduces the risks associated
with lunar landings and allows the mission team to concentrate more on the mission’s objective
rather than its landing process.

Method: Neural Networks
2.1 Neural Networks and Data Preparation

The initial approach employed in this research was to utilize a neural network for
identifying safe landing spots on the lunar surface. Neural networks are a class of AI that teaches
computers to process data in a way similar to the human brain. These networks use
interconnected neurons in a layered structure, effectively creating an adaptive environment in
which the computer learns from its mistakes and continually improves. The initial phase of the
neural network involves the preparation of the data set. The dataset is a simulated topographic
map of the lunar surface, represented as a grayscale image [4]. Each pixel in the image holds a
numerical value (meters) corresponding to the elevation at that point. The image is converted
into a multi-dimensional array, where each element represents the elevation of a specific location
on the lunar surface.

2.2 Neural Network Architecture
The neural network was constructed using PyTorch, a widely used deep learning

framework used for applications such as computer vision and natural language processing [10].
Neural Networks function through a series of layers, each computing mathematical operations
and feeding the results through various subsequent layers.

This project utilized 3 main layers:

1. Input Layer: The input layer receives the lunar topographical map and elevation data. In
action, it flattens the array into a single vector serving as the input.

2. Hidden Layers: This network includes fully connected layers, which perform linear
transformations followed by non-linear activations. The primary activation function used
was Rectified Linear Unit (ReLU), which introduces non-linearity into the model and
allows it to learn complex patterns.

3. Output Layer: The final layer is a single neuron with a sigmoid activation function,
outputting a value between 0 and 1. The value indicates the likelihood of a flat landing
spot at that location.

310



Figure 1: Sigmoid Function Information Chart including normal graph & derivative graph, and
various properties of the function [1].

The sigmoid function is a squashing function returning a value between 0 and 1. The
derivative of the sigmoid function as shown in Figure 1 is crucial for backpropagation, which
adjusts the weights during training.

2.3 Training Process
The training process consisted of feeding the neural network with randomized elevation

data and adjusting the weights to minimize the error between the predicted and actual values.
The Mean Squared Error (MSE) is the primary function used for training. Since the Mean
Squared Error (MSE) involves squaring the errors, it invariably results in a positive value.
During training, a backpropagation algorithm is employed to compute the gradient’s loss with
respect to the network’s weights. The information is then passed to update the weights with
Adam, a reliable optimization algorithm. The training is conducted over multiple epochs, with
each epoch consisting of a forward pass (predicting output) and a backward pass (updating the
weights). The training is continued until the maximum number of epochs is reached.

2.4 Results and Evaluation
After training, the model is evaluated using a separate validation dataset. The

performance of the neural network is assessed by its ability to predict safe landing spots on the
lunar surface accurately.
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Figure 2: Training Error Results Over 100 Iterations

As shown in the figure, the error decreased significantly during the initial iterations and
stabilized as it went on. This data indicates that the neural network is learning effectively and
improving its predictions. The initial sharp drop in error highlights rapid learning, while the
repeated fluctuations after indicate the model’s effort to tune its weights and biases for optimal
performance.

2.5 Challenges and Limitations
Despite the potential, the neural network faced several challenges during its application:

1. Poor Data Representation: The neural network relies on static elevation data, which
does not account for the dynamic nature of lunar landings. In the depth of a mission,
real-time adjustments are crucial to the safety and success of lunar landings, which the
neural network struggles to handle effectively.

2. Generalization to Unseen Data: While the network strived in its training data, it was
only applicable to that nature, and struggled with unseen data maps. This limitation is
crucial for lunar landings, as environmental changes vary significantly on the moon.

3. Lack of Sequential Decision-Making: The neural network does not inherently support
sequential decision-making, a key component in navigating and selecting flat landing
spots. The AI network should make sequential decisions based on its state, as factors in a
mission are subject to change
Given these limitations, it was apparent a more accurate approach was needed to address

the complexity of lunar landings. Of all, reinforcement learning emerged as a promising
alternative, offering flexibility and strong decision-making abilities.
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Method: Reinforcement Learning
3.1 Background

A more effective application of AI was a better fit for this type of project: Reinforcement
Learning. Reinforcement learning is an example of machine learning, which focuses on the use
of data and algorithms to imitate the way humans learn, thus gradually improving accuracy over
time. Reinforcement learning is a training method within machine learning, based on rewarding
desired behaviors and punishing undesired ones. The reinforcement learning model involves two
objects: the agent, and the environment. The agent is the entity taking actions within the
environment and is the learner of the system. The environment is an external system in which the
agent interacts with, and receives feedback. Through trial and error, the agent learns through
these interactions, in which we reward as positive or negative as feedback to the agent.

Figure 3: Reinforcement Learning Cycle
The model above shows its function. The agent is placed within an environment, and from there
takes observation of its surroundings. Based on the data it collects, the agent specifically chooses
an action within the environment, which will be evaluated with a reward function. This ensures
the agent will know if it's doing the right thing, or if it should take another action.

3.2 Custom Environment
In the MoonLander, a custom environment was built for the agent to interact through.

The environment used includes a map of the moon’s elevation data[3]. The photo is shaded
accordingly, with each pixel attaining a numerical value of its height determined by its shade.
The environment model takes the data, and converts it into an array of numbers, signifying the
elevation points around an area. The observation space is the maximum area the agent is capable
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of exploring. Setting the dimensions of the observation space relative to the image dimensions
ensures the agent will not choose a landing spot outside of what is given.

Figure 4: NASA elevation map of the lunar surface sourced from Lunar Orbiter Laser Altimeter
(LOLA)

Note if this model was applied in a real mission scenario, a different image would be
imputed into the environment. The idea would be that the space vehicle would be close enough
to take an accurate picture of the moon’s surface from its perspective, in which the model would
compute a landing spot instantaneously. To simulate a real-time scenario, a random sector of the
moon elevation image was zoomed into and cropped out [3], and the AI accurately found a
landing spot relative to the rover’s location. The radius of the image is 1737.4km, and the sector
shown above is a 17.4km by 17.4km sector. During Artemis III, NASA rendered through 13
landing region candidates each with a region approximately 15x15 kilometers. This system
would best accurately reflect the variability as seen in a real mission.

3.3 Action Steps
The next section defines the agent’s possible actions. A step function is defined, in which

an action is passed through. The possible actions set for the agent include movement in all 4
directions (up, down, left, right). Since the environment image is already converted into an array
sequence, the actions move the agent one step in the x or y direction depending on the
movement, and updates its new location with an array. A 5th action is also available:
Termination. This action clarifies that the agent’s location is already a flat spot, and no more
actions should be taken. When the agent is ready to step in, it first checks if it should be
terminated, and if not, it continues taking action until the termination action has been taken.
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Figure 5: A grid image representing the agent’s possible actions shown by the arrows

3.4 Reward Function
The reward function is critical in guiding the agent to learn and make decisions that will

lead to a successful and safe landing. It helps the agent evaluate the desirability of different states
and actions. The MoonLander calculates the cumulative reward by taking into account the
surrounding values of the agent’s location.

COMPONENTS
1. The elevation data of the lunar surface is translated and represented as an array E,

where each element Eij denotes the elevation at the point (i, j).
2. The agent’s current location on the map is noted as L = (x,y).
3. The radius of elevation is set to 1. This means the function will evaluate the

values of immediate neighboring points one pixel around the agent’s location.
This includes the points adjacent to the position (up, down, left, right, and
diagonally adjacent).

STEPS
First, the average elevation E of the points within the radius of the agent’s location is

calculated. Let S be the set of surrounding points within the radius. The average elevation is
computed as:
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Next, the deviation D is calculated of each surrounding point from the average elevation
E. The deviation is the sum of the absolute differences between each surrounding point’s
elevation and the average elevation E.

A threshold T is set to 100. This threshold is a reference value used to scale the reward.
Finally, the reward R is calculated based on the deviation D. The reward function is designed to
provide a higher reward for smaller deviations (flatter areas) and lower to no reward for larger
deviations (uneven areas). A zero is passed through to ensure the reward is non-negative. If the
deviation D is larger than the threshold T, then the reward becomes 0. The unit for the reward
function is dimensionless since the units (meters) cancel out. It only provides a scalar value
representing the desirability of the agent’s current state with a value ranging from 0 to 1.

EXAMPLE
To illustrate how the reward function works, let's consider an agent located at a point

where the surrounding elevations within a radius 1 are given:

The average elevation E around the agent’s location is calculated as:

Next, the deviation D from the average elevation is calculated as:

The Reward R is finally calculated using the threshold T = 100:
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Thus, the agent receives a reward of 0.9133, indicating a relatively flat area. By utilizing this
reward function, the agent is trained to seek out areas with minimum elevation deviation, leading
to more precise and safer lunar landings.

Training
4.1 Image Selection and Environment Setup

The first step of the training process involves importing the environment which are the
elevation maps of the lunar surface [3]. These maps are grayscale images with each pixel
attaining a numerical value representing the elevation at that point. The environment class reads
these images and converts them into an array system, serving as the agent’s exploration space
during the training process. Converting into an array allows the agent to read, interpret, and store
data about the surface elevation which it will use to take an action step.

4.2 Agent Initialization and Actions
The agent is initialized at a random location within the environment to best simulate the

variability in real lunar missions and better test the model on its accuracy. It can take 5 possible
actions, being up, down, left, and right. The 5th action is a termination action, which signals the
agent a safe landing spot is found and no other action steps are needed. The AI model checks the
terminate option first before proceeding with the basic action steps.

4.3 Training Steps and Iterations
The training model used is Stable Baselines 3, a set of improved RL algorithms based on

OpenAI Baselines [5]. A baseline is a method that uses a variety of actions (heuristics,
randomness, machine learning, etc.) to create predictions for a data set. These predictions are
further utilized in analyzing the model’s performance. From Stable Baselines, two functions are
imported: DQN and Evaluate_Policy.

Deep Q-Network (DQN): DQN is a popular reinforcement learning technique best suited
for tasks with sequential-decision making. The training process involves the agent interacting
with the environment over 10,000 steps, and adjusting its strategy based on the rewards it
receives from its actions taken. The key innovation in DQN aside from other RL algorithms is
its unique use of experience replay. In this technique, the agent’s past interactions (existing state,
rewards, actions, previous states) are stored in a replay buffer. During training, random samples
from this buffer are used to train the network. This helps break the cycle of repeated experiences,
leading to better generalization and greater accuracy in learning. The continuous learning process
updates itself and ensures the algorithm gets better over time.
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Evaluate Policy: The evaluation policy is used after training to evaluate the model’s
performance and runs the agent through multiple episodes. This evaluation calculates the mean
and standard deviation of the rewards obtained.

4.4 Memory and Data Structure:
The memory required for storing the experience replay buffer involves several GB of

storage. A GPU was also highly recommended and utilized to improve training speeds. The GPU
used to train the system was the NVIDIA GeForce RTX 3070 Graphics Card. The data is stored
in the form of arrays as numerical values. This data includes states, actions taken, and rewards
received.

Results
Once the model had finished the training process, Matplotlib was used to plot the reward

results utilizing the data provided by the Evaluate Policy. This visualization shows the agent’s
learning process over a period of iterations. As shown in the figures below, the fully trained
model is effectively capable of finding a flat landing spot, as indicated by the high reward.

The model is also efficient in its calculation, represented by the quick reward increase in
the shortest amount of steps. The spike to a high reward within a short amount of iterations
indicates a smaller deviation within that area resulting in a flatter landing location.

Figure 6: Training Results from Matplotlib.

Nearing the beginning stages of training, the model took more iterations to achieve a high
reward, taking around 750-1000 iterations to achieve an award of around 0.5. As the model
improved over time, it now takes under 20 iterations and its reward ranges from 0.625-0.9,
showcasing the adaptive learning capabilities of reinforcement learning.

Conclusion
This study has systematically explored the integration of neural networks and

reinforcement learning algorithms within space exploration, enhancing the precision of landing.
The development and successful simulation of a reinforcement learning model represent a
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significant advancement in autonomous vehicle navigation. The model’s capability of locating
safe lunar landing zones addresses the critical challenge attempted and failed by many countries:
ensuring safe and precise landing for the spacecraft.

The results of the MoonLander indicate the application of AI in space missions,
particularly in challenging environments such as the Moon, can substantially increase the success
rate and overall safety of these missions. The MoonLander demonstrated remarkable accuracy
and efficiency in real-time scenarios, suggesting its potential application in upcoming lunar
missions.

The implications of this research extend beyond the lunar domain. The methodology used
could be instrumental in exploring future celestial bodies, furthering our quest to unravel the
mysteries of our solar system. Integrating AI in space technology not only enhances current
exploration capability but opens a new horizon of learning for future planetary missions.

While the results achieved by the MoonLander were indeed promising, they represent
only the initial phase in a broader journey of innovation. Looking ahead, there are significant
opportunities to extend the capabilities of AI. A key area for future research involves enhancing
the model’s understanding of lunar topography, moving beyond the primary objective of a safe
landing. The next logical step is to train the model with the ability to not only find optimal
landing sites but also plot efficient and safe traversal paths for rovers on the lunar surface. The
paths generated by the models would be tailored to the specific goals of the real-time mission it
is implied in. The utilization of these algorithms represents a greater step forward in lunar
landing, potentially transforming how rovers are deployed and managed on extraterrestrial
surfaces.
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Harmonizing with the Mind: Exploring the Influence of Music Genres on the Mood and
Behaviors of Psychopaths by Juliet Proscope

Abstract
This literature review explores the differential impact of music on the cognition of

psychopaths compared to the general population, focusing on how variations in brain structures,
emotions, and behaviors contribute to these differences. Music universally triggers emotional and
physiological responses, engaging the brain's pleasure centers and potentially benefiting
conditions such as depression, Parkinson's disease, and premature birth through dopamine
release and enhanced immunity. The Mozart Effect, which suggests a temporary boost in
spatial-temporal reasoning from listening to Mozart's sonata K448, is examined, including its
controversies and varied reproducibility. Additionally, the paper delves into the influence of
extreme music genres like heavy metal on emotional states, particularly anger, and associated
behaviors such as aggression and substance use. Findings indicate that while extreme music may
temporarily elevate hostility, it can also serve as a tool for emotional regulation. The study
underscores the complexity of music's impact on behavior and cognition, advocating for further
research to elucidate the underlying mechanisms and practical applications.

Keywords: psychopath, music cognition, emotional response, brain structure, dopamine release,
Mozart Effect, spatial-temporal reasoning, extreme music, anger processing, neuroplasticity

Introduction
True crime television shows often depict psychopaths engaging in dangerous criminal

activity, but what triggers these actions? Although television provides an entertaining lens into
the world of psychopathy, psychopathy in the real world is often overlooked and requires more
consideration and research. In society, people with psychopathy may be grappling with emotions
characterized by anger or impulsivity, and ongoing research seeks to uncover the factors that
trigger these emotional responses. One factor that could possibly affect these actions is music,
which has both positive and negative effects. Listening to music affects the release of
neurotransmitters, such as dopamine, influencing a person’s mood and behavior (UAGC Staff
Member, 2021). Dopamine, often referred to as the "feel-good" neurotransmitter, is a type of
neurotransmitter, a chemical messenger that plays a crucial role in transmitting signals in the
brain and other areas of the nervous system. Nonetheless, specific music genres produce different
outcomes with each person depending on brain structure. Because many people with
psychological conditions have abnormal brain structures, individuals with disorders such as
psychopathy may have different responses to music (Deming et al., 2022). The connection
between psychopathy and music has not been widely studied, leading to the research question:
how do different music genres impact the mood and behaviors of psychopaths? This research
paper will discuss psychopathy and psychopathic traits and the effects of music on different
brains, and it will present an analysis of different scales and data. Music influences the cognitive
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and emotional processes of psychopaths differently than the neurotypical population due to
unique brain structures and emotional responses, which has significant implications for
therapeutic practices.

Psychopathy
Behavioral Traits, Development, and Neurocognitive Aspects

Psychopathy is a psychological disorder characterized by personality traits such as
antisocial behavior, lack of empathy, and the tendency to act on impulses (Anderson and Kiehl,
2014); these traits often present conflict in relationships and work. For example, the hallmark
feature of psychopathy is an emotionless disposition, which may lead to behaviors causing
physical, social, or financial harm, with the individual frequently exhibiting a lack of remorse or
guilt (PsychopathyIs, 2023). Psychopaths often distance themselves from society and use
manipulation tactics to achieve their desires. For instance, an individual can act on emotionless
impulses without feeling guilt, resulting in the loss of relationships because they did not consider
the emotional consequences for others. In society, psychopaths tend to engage in, rather than
avoid, illicit behaviors that may present legal consequences (PsychopathyIs, 2023).

In addition, research suggests that psychopathy often stems from development, where
notable genetic risk factors establish persistent traits, many of which appear before the age of 10
(Anderson and Kiehl, 2014). Despite genetic and environmental predispositions, an individual
can still avoid inheriting psychological disorders such as psychopathy. Children and adolescents
with a combination of psychopathy and severe conduct disorder are prone to causing significant
trouble and harm to others and their environment (Bjørnebekk and Mørkrid thøgersen, 2021).
Their antisocial behavior tends to develop into a chronic pattern early in life, and treatment
prognosis in adulthood is poor. A large proportion of serious violent crimes in society can be
attributed to this group (Bjørnebekk and Mørkrid thøgersen, 2021). Although people with
psychopathy commit up to 40% of violent crimes in the United States, and comprise an estimated
25% of the prison population, not all people with psychopathy partake in criminal activity
(PsychopathyIs, 2023; De Brito et al., 2021). Early signs of callous-unemotional (CU) traits,
such as lack of empathy, indifference to others, and disregard for their own performance, are
observed in children with persistent behavioral problems and serious norm violations
(Bjørnebekk and Mørkrid thøgersen, 2021). CU traits are considered a precursor to psychopathic
traits in adulthood (Bjørnebekk and Mørkrid thøgersen, 2021).

Effective measures and interventions are needed to prevent and change these traits in
children and adolescents to reduce serious crime in society (De Brito et al., 2021). Life-course
research has shown that early signs of both antisocial traits and behavior can lead to a chronic
pattern of norm-transgressive behaviors in adulthood (Bjørnebekk and Mørkrid thøgersen, 2021).
There is a consensus that early signs of serious norm-transgressive behavior can be identified,
but there are moral arguments against diagnosing children and adolescents with antisocial
personality disorder or using the term "psychopathy" for them (Bjørnebekk and Mørkrid
thøgersen, 2021). Instead, the term "callous-unemotional traits" is used to designate these early
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signs, which include little concern for others, lack of remorse or guilt after norm violations, and
not caring about their performance (Bjørnebekk and Mørkrid thøgersen, 2021).

Effective treatment models have been developed for children and adolescents with severe
behavioral problems, and several interventions have shown significant reductions in problematic
behavior (Bjørnebekk and Mørkrid thøgersen, 2021). Now, established evidence-based treatment
methods for behavioral problems are being evaluated for their effectiveness in the presence of
CU traits (Bjørnebekk and Mørkrid thøgersen, 2021). Additionally, interventions aimed at
changing factors linked to the development of psychopathic traits are being developed and
studied.

Callous-unemotional (CU) traits in children appear to develop in their interactions with
their surroundings from an early age (Bjørnebekk and Mørkrid thøgersen 2021). Factors like
empathy, helping others, lying about naughty behaviors, and understanding right from wrong
start to develop around the age of 2-3 (Bjørnebekk and Mørkrid thøgersen 2021). The child's
parents and their interaction with the child play a crucial role in this development (Bjørnebekk
and Mørkrid thøgersen 2021).

Research on the relationship between parenting practices and CU traits in children has
shown ambiguous findings. Some studies suggest that a lack of parental affection or excessively
strict parenting practices can lead to CU traits, while others indicate that CU traits in children
may contribute to strict parenting practices (Bjørnebekk and Mørkrid thøgersen 2021). A
transactional perspective is helpful in understanding this relationship, where CU traits and
parenting can mutually influence each other over time (Bjørnebekk and Mørkrid thøgersen
2021).

Negative and escalating interaction patterns between children and parents, characterized
by mutual coercion and tension, play a significant role in the development of behavioral
difficulties (Bjørnebekk and Mørkrid thøgersen, 2021). In families with such patterns, the child's
aggressive behavior is negatively reinforced, leading to a double handicap for the child: learning
negative behavior and experiencing weakened social competence (Bjørnebekk and Mørkrid
thøgersen, 2021). Coercive family processes seem to have a greater impact on the development
of behavioral problems in children without CU traits (Bjørnebekk and Mørkrid thøgersen, 2021).

Research suggests that genetics may be the primary source of antisociality in children
with high CU traits, and CU traits may adversely affect parenting practices by promoting
excessively strict parenting (Bjørnebekk and Mørkrid thøgersen, 2021); however, promoting
adequate parental skills and positive parenting practices towards children with high CU traits is
still important. Reducing strict parenting and increasing positive involvement and affection from
parents can be effective in reducing antisocial behavior in these children.

Positive parenting skills, including warm affection and the use of praise and reward, have
been shown to predict the level and change in CU traits (Bjørnebekk and Mørkrid thøgersen,
2021). Interventions aimed at increasing positive parenting practices can be essential for
changing CU traits and reducing antisocial behavior in these children. Observational studies have
shown that adolescents with high CU traits react more with anger and irritation in interaction
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tasks with their parents during conflict discussions (Bjørnebekk and Mørkrid thøgersen, 2021).
Family conflicts and the quality of the parent-youth relationship are important risk factors for
increased aggression in adolescents with high CU traits (Bjørnebekk and Mørkrid thøgersen,
2021). Improvements in family relationships, particularly warmth and reduction of conflicts,
could positively affect the development of these young people.

Childhood abuse is a risk factor for the development of externalizing characteristics and
disorders, such as antisocial personality disorder (ASPD) and psychopathy (Dargis et al., 2016).
The relationship between specific types of childhood maltreatment and subsequent antisocial and
psychopathic traits remains unclear. A study involving incarcerated adult male criminal offenders
revealed that the severity of overall childhood maltreatment was linked to the severity of both
psychopathy and ASPD in adulthood. This link was particularly strong for physical abuse and
the antisocial facet of psychopathy (Dargis et al., 2016). Sexual abuse history was found to be
uniquely related to juvenile conduct disorder severity rather than adult psychopathy or ASPD
(Dargis et al., 2016). Additionally, there was a significantly stronger relationship between
childhood maltreatment and juvenile conduct disorder compared to the relationship between
childhood maltreatment and ASPD or psychopathy (Dargis et al., 2016). The findings highlight
the importance of childhood maltreatment as a contributing factor to antisocial behavior later in
life. The study suggests that different types of abuse may lead to specific externalizing traits and
disorders in adulthood, with physical abuse being closely linked to the development of antisocial
personality traits and psychopathy, while sexual abuse may be more related to juvenile conduct
disorder (Dargis et al., 2016). Understanding these relationships may inform more targeted
treatment and intervention efforts for individuals with a history of childhood abuse who are at
risk of developing externalizing psychopathology.

The intricacies of psychopathy extend beyond observable behaviors, delving into
neurocognitive disparities that reshape the moral compass of individuals with psychopathic traits.
Anderson and Kiehl (2014) propose a shift in perspective, highlighting cognitive issues over
behavioral aspects, challenging conventional treatment approaches that may overlook the
fundamental neurological distinctions inherent in psychopathy. As previously mentioned,
psychopathy presents itself with abnormal behavior, which may be a result of neurocognitive
differences. These differences affect the moral compasses of psychopaths, which can entail
antisocial, harmful, or dominant behavior. Anderson and Kiehl (2014) hypothesized that many
behavior-focused treatments fail because psychopathy pertains to cognitive issues, rather than
behavioral issues. Psychopaths cannot feel the abnormalities they experience. Rather, their brains
are structured differently, resulting in dissimilar responses such as emotions and actions.
Psychopaths register information aberrantly in comparison to neurotypical people, similarly to a
learning disability which impairs emotional development (Kiehl and Buckholtz, 2010). Contrary
to the beliefs of society, psychopaths are not purely selfish; they suffer from a consequential
neurological defect (Kiehl and Buckholtz, 2010).

In 1848, Phineas Gage, a twenty-five-year-old male, experienced an extreme explosive
work accident, which resulted in a metal rod, more than three feet long, blowing through the left
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side of his face and out the top of his head (Kiehl and Buckholtz, 2010). Did this tragic accident
result in death for Gage? No – it resulted in the acquisition of psychopathic traits. Gage lost
approximately "half a teacupful" of his brain, but he never lost consciousness (Kiehl and
Buckholtz, 2010). Disturbingly, Gage began to act unpredictably and impulsively, according to
his coworkers (Kiehl and Buckholtz, 2010). This classic tale of neuroscience suggests that
behavior like his is fundamentally biological. Following the accident, Phineas Gage was unable
to use the ventromedial prefrontal cortex, similar in structure to the orbitofrontal cortex, which is
believed by scientists to malfunction in psychopaths (Kiehl and Buckholtz, 2010). For context,
the orbitofrontal cortex engages in complex decision-making, involving sensitivity to risk,
reward, and punishment. Similarly to Gage, people with damaged orbitofrontal cortexes develop
impulsive behavior, often suffering from "acquired psychopathy" in addition. As both areas are
related, the ventromedial prefrontal cortex receives inputs from the orbitofrontal cortex; it may
benefit this field to conduct more research on the similarity between these regions (Kiehl and
Buckholtz, 2010).

Although Gage was extremely transformed, he did not display all psychopathic traits
such as lack of empathy, suggesting the involvement of other brain structures in the true
development of psychopathy such as the amygdala, which generates emotions such as fear.
Evidence suggests that one or two brain areas are too few to produce the acute impairments of
psychopaths (Kiehl and Buckholtz, 2010). The tragic injury and mental impairment of Phineas
Gage resulted in furthering the knowledge of psychopathy amongst scientists in psychology and
neuroscience. Despite differing brain structures amongst psychopaths and non-psychopaths,
because Phineas Gage shared and experienced similar traits to psychopaths, due to injury, not
everyone with these traits is subjected to the mental disorder of psychopathy. Society has
erroneously conflated psychopaths and individuals with psychopathic traits under a singular
umbrella, despite the profound distinctions between the two.

A horseshoe-shaped band of tissue located in the brain stem, known as the paralimbic
system, "may be the area that malfunctions in psychopaths" (Kiehl and Buckholtz, 2010). This
system comprises numerous interconnected brain regions that detect emotions and attribute
emotional significance to experiences, in addition to handling decision-making, high-level
reasoning, and impulse control (Kiehl, 2006). People who face brain damage in these areas often
develop psychopath traits and behavior, similar to how psychopaths often face the
underdevelopment of paralimbic areas (Kiehl and Buckholtz, 2010).
The Cognitive and Emotional Impact of Music on Individuals with Psychopathic Traits

Due to the differences in brain structures, emotions, and behaviors within psychopaths,
music affects the cognition of this group differently in comparison to the general population.
Music creates a response within all people’s brains, as various emotions depend on factors such
as rhythm, dynamics, and major or minor keys (Trimble & Hesdorffer, 2017). When listening to
enjoyable music, people frequently experience physical reactions like goosebumps or shivers
down the spine, commonly referred to as "chills." These chills often indicate musical enjoyment,
although not everyone experiences them in response to music (Ferreri et al., 2019). Music
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triggers the pleasure centers of the brain, many of which are located in the medial forebrain
bundle (MFB), releasing dopamine. Although music has the ability to influence the listener's
mood, it has proven effective as treatment for conditions such as premature birth, depression, and
Parkinson's disease; this is possibly due to music's association with upticks in immunity-boosting
antibodies and cells which protect against bacteria and more (UAGC, 2021). Music also has the
ability to impact brain development. For example, similar to how physical activity can tone
muscles, training to play an instrument is a great way to increase gray matter volume in some
areas of the brain. Increasing gray matter is important because it contains most of the brain's
neuronal cell bodies, which are crucial for processing information, muscle control, sensory
perception, memory, emotions, and decision-making. Enhanced gray matter volume is associated
with better cognitive functions, improved memory, and greater learning abilities. Musicians have
often reported improvement with auditory processing, learning, and memory, likely due to these
increases in gray matter (UAGC, 2021).

Any music genre can produce beneficial effects in the brain. While different genres yield
similar outcomes, the alignment of the listener's musical preferences with each genre can
influence the results. For example, music with lively melodies and optimistic lyrics can serve as
a source of energy, priming the brain for learning. Conversely, in environments that demand
focused attention for learning, instrumental or calming genres may prove more effective (UAGC,
2021). Essentially, each person reacts differently to music, as everyone's brain anatomy is
unique.

Classical music enhances dopamine secretion, synaptic function, learning, and memory
(UAGC, 2021). In 1993, Rauscher et al. claimed that listening to Mozart's sonata for two pianos
(K448) for 10 minutes improved spatial reasoning skills more significantly in normal subjects
than periods of relaxation instructions designed to lower blood pressure or silence (Jenkins,
2001). The study's results, particularly the short-term impact on spatial IQ scores, have sparked
controversy. For example, after listening to the sonata, the average spatial IQ scores showed an
increase of 8 to 9 points compared to the scores in the other two conditions. However, it is
important to note that this improvement in IQ scores was temporary, lasting only between 10 to
15 minutes (Jenkins, 2001). Certain researchers were unsuccessful in replicating the
aforementioned results. However, other researchers were able to validate the notion that listening
to Mozart's sonata K448 led to a slight improvement in spatial-temporal performance. This
improvement was measured through various tests derived from the Stanford—Binet scale, such
as tasks involving paper-cutting, folding procedures, or pencil-and-paper maze tasks. It is
important to note that Rauscher emphasized the limited scope of the Mozart effect, specifically in
relation to spatial-temporal reasoning, and clarified that it did not enhance general intelligence.
According to her, some of the negative outcomes observed by certain researchers may have been
influenced by inadequate testing methodologies (Jenkins, 2001). This research has led to the
question: is the Mozart Effect a legitimate phenomenon? The initial positive findings have faced
criticism regarding their generalizability. Some argue that any Mozart effect is simply a result of
the enjoyable arousal caused by this specific music and would not occur without appreciation for
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it. However, this interpretation has been challenged by animal experiments involving separate
groups of rats. These rats were exposed to Mozart's piano sonata K448, minimalist music by
composer Philip Glass, white noise, or silence during the prenatal and postnatal periods of 60
days. Subsequently, they were tested on their maze-solving abilities. The group exposed to
Mozart's music performed significantly better in the maze test, completing it more quickly and
with fewer errors compared to the other three groups. This suggests that the improvement
observed is unlikely to be solely based on enjoyment and musical appreciation (Jenkins, 2001).

The relationship between music and spatial imaging in the brain may explain the
observed effects of listening to music. Various studies using techniques like positron emission
tomography (PET) and functional magnetic resonance scanning have demonstrated that music
engages multiple brain areas (Jenkins, 2001). While the primary auditory area is typically located
in the transverse and superior temporal gyrus, different aspects of music perception such as
rhythm, pitch, meter, melody, and timbre are processed in various brain regions. These regions
range from the prefrontal cortex and superior temporal gyrus to the precuneus of the parietal
lobe, with interconnected networks being activated (Jenkins, 2001). Rhythm and pitch
discrimination primarily occur in the left hemisphere, while timbre and melody processing are
more prominent in the right hemisphere. The appreciation of meter does not show a clear
preference for either hemisphere (Jenkins, 2001).

The initial experiments with adults exposed to Mozart's music had a short duration. In
related studies, the long-term effects of music were investigated in preschool children (aged 3-4
years) who received six months of keyboard music lessons. During this period, they learned
various musical aspects such as pitch intervals, fingering techniques, sight reading, musical
notation, and playing from memory (Jenkins, 2001). By the end of the training, all children could
perform simple melodies by Beethoven and Mozart. Subsequently, they underwent
spatial-temporal reasoning tests, specifically designed for their age group, and their performance
was more than 30% better compared to children of similar age who either received computer
lessons for six months or had no special training. The improvement observed was limited to
spatial-temporal reasoning and did not affect spatial recognition. The enhanced performance
remained consistent for 24 hours following the completion of music lessons, although the exact
duration of this enhancement was not further investigated (Jenkins, 2001). The prolonged effects
were attributed to the extended exposure to music and the greater neuroplasticity of young
brains. Further studies of this nature have suggested that the enhancement of spatial-temporal
reasoning in children through piano training has led to significantly higher scores in advanced
mathematics (Jenkins, 2001).

In conclusion of the Mozart Effect, several researchers have reported a boost in
spatial-temporal reasoning performance after listening to Mozart's music for approximately 10
minutes. However, not all studies have replicated these findings, and even in the positive studies,
the improvement observed is minor and lasts for approximately 12 minutes. The effect varies
among individuals and depends on the specific spatial tasks employed, with no discernible
impact on general intelligence. Interestingly, some patients with epilepsy have shown positive
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outcomes as well. It is important to note that these results are not exclusive to Mozart's
compositions, although the precise musical criteria for achieving the effect have not been fully
defined (Jenkins, 2001). The practical implications of these observations remain uncertain,
particularly since many experiments have focused on brief listening periods to Mozart's piano
sonata K448. Further research involving longer-term exposure to Mozart and a broader range of
composers is necessary to comprehensively evaluate the extent of this effect (Jenkins, 2001).

Heavy metal, a subgenre of "extreme" music, "is characterized by chaotic, loud, heavy,
and powerful sounds, with emotional vocals, often containing lyrical themes of anxiety,
depression, social isolation, and loneliness" (Sharman and Dingle, 2015). Due to these themes,
researchers have claimed that extreme music can potentially spark anger and expression of anger,
such as delinquency, drug use, and suicidal acts (Sharman and Dingle, 2015). Consequently,
evidence suggests that a listener's emotional state can influence their music preferences, even
when experiencing feelings of anger (Sharman and Dingle, 2015). Research on anger processing
has shown that anger can activate approach motivation, which refers to the inclination to move
forward and take action. As a result, when individuals experience anger, they may exhibit
approach-motivated behaviors such as angry facial expressions and physical retaliation (Sharman
and Dingle, 2015). Given the highly arousing nature of extreme music and the often negative
themes conveyed in its lyrics, it has been proposed that extreme music elicits anger among its
listeners, potentially leading to aggressive behaviors (Gowensmith and Bloom, 1997). However,
an alternative perspective suggests that individuals may choose extreme music when they are
already angry because the intense and arousing qualities of the music align with their existing
internal arousal (Sharman and Dingle, 2015). This may allow them to explore and process their
emotional state further. Sharman and Dingle’s study aims to investigate these alternative
hypotheses regarding the impact of extreme music listening on anger processing. It was
conducted with a sample of extreme music listeners under controlled experimental conditions to
shed light on this phenomenon.

Extreme music genres emerged in the early 1970s as a response to the decline of the
optimistic culture of the 1960s (Stack et al., 1994) influenced by factors such as drug
experimentation, societal unrest, and ongoing wars (Reddick & Beresin, 2002). Genres like punk
and heavy metal embraced themes of anarchy and destruction. Over time, additional subgenres
like hardcore, death metal, emo, and screamo gained prominence, characterized by powerful
sounds and expressive vocals (Sharman & Dingle, 2015).

Controversy surrounds extreme music due to its aggressive lyrics and titles, which some
argue can increase feelings of hostility in listeners (Sharman & Dingle, 2015). However, this
effect is temporary and can be disrupted by intervening tasks (Anderson et al. 2003). Lyrical
content is one mechanism linking music to emotional response, alongside other musical,
contextual, and individual variables (Juslin & Västfjäll, 2008).

The powerful vocals in extreme genres like screamo, where most lyrics are screamed,
contribute to the perception of anger in this music. This perception has led to stereotypes
suggesting that extreme music fans, especially heavy metal fans, are more aggressive, agitated,
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and aroused than the general public (Arnett, 1991; Alessi et al., 1992). Extreme music has been
associated with social problems like depression, suicide, aggressive behavior, and substance
misuse (Shafron and Karno, 2013). The term "problem music" has been used to describe these
genres, implying an association with psychological vulnerability and social deviance (North &
Hargreaves, 2006; Bodner & Bensimon, 2014; Lozon & Bensimon, 2014).

While correlational studies have linked certain music preferences to substance use, there
is no evidence of a causal relationship (Sharman and Dingle, 2015). For example, a study of
7,324 Dutch adolescents found preferences for punk/hardcore, techno/hardhouse, and reggae
music to be associated with substance use more, while pop and classical music were linked to
substance use less in comparison when all other factors were controlled (Sharman and Dingle,
2015). “A preference for rap/hip-hop only indicated elevated smoking among girls and,
interestingly, a preference for heavy metal was associated with less smoking among boys and
less drinking among girls (Mulder et al., 2009).” Extreme music typically does not promote illicit
drug use, and subgenres like straight edge hardcore actually advocate abstinence from drugs and
alcohol (Sharman and Dingle, 2015). Additionally, there are examples of therapeutic use of rap
music with individuals who misuse substances (Sharman and Dingle, 2015).

Research by Baker and Bor (2008) suggests a relationship between various music genres
and antisocial behaviors, vulnerability to suicide, and drug use among young people (Sharman
and Dingle, 2015). However, there is no evidence of a causal link, and music preference likely
reflects emotional vulnerability in young listeners (Sharman and Dingle, 2015). Fans of
"problem music" genres tend to use music for emotion regulation slightly more than fans of other
genres, potentially allowing them to sublimate negative emotions rather than externalize them in
antisocial acts (Sharman and Dingle, 2015).

Overall, the impact of extreme music on behaviors and emotions is complex, and further
research is needed to understand the underlying mechanisms and potential implications.

Discussion
In order to gain deeper insight into this intricate association, it would be valuable for

future research to explore how different genres impact mood states along with behavioral
patterns exhibited by those affected by pathological traits. It could be beneficial to continue
research specific to this topic in order to further understand psychopathy and potentially generate
new treatments or improve upon previous. Seeing as many previous treatments were
unsuccessful, music therapy may prove to be effective concerning psychopaths because they
share similar brain structures to non psychopaths, despite the minor differences. Further
exploration will enhance our comprehension about these complexities within musical
experiences' effects on mental pathology, specifically steering towards connections relating to
individual genre preference range based on reported moods and subsequent behaviors amongst
psychopaths.

Conclusion
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The relationship between music and psychopathy remains an area of limited research, but
the existing evidence suggests that psychopaths may have distinct responses to different music
genres due to their unique brain structures and neurocognitive differences. Psychopathy is
characterized by antisocial behavior, lack of empathy, and impulsive tendencies, which can lead
to harmful actions and difficulties in social relationships. The brain structures implicated in
psychopathy, such as the orbitofrontal cortex and the paralimbic system, play a crucial role in
emotional processing and decision-making. Music, on the other hand, has the power to influence
mood, release neurotransmitters like dopamine, and impact brain development. While classical
music has shown potential cognitive benefits, extreme music genres like heavy metal have been
associated with anger and aggressive behavior, although the causal link remains unclear.
However, it is important to note that not all psychopaths engage in criminal activity, and music
preferences can vary among individuals with psychopathic traits. Future research should explore
the specific effects of different music genres on the mood and behavior of psychopaths to deepen
our understanding of this complex relationship.
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Optimization of Tokamak Blanket Design to Minimize Neutron Flux on Magnets by Steven
Benny

Abstract
Fusion energy, a promising solution to global energy challenges, replicates the same

processes that give our sun its energy, notably through deuterium-tritium (D-T) fusion reactions
that produce significant energy. This study explores the mechanics and challenges of various
fusion reactions, emphasizing the pivotal role of lithium breeder blankets in producing tritium,
essential for sustaining D-T fusion in tokamak reactors. The helium-cooled lithium lead (LiPb)
blanket design was simulated to optimize tritium breeding and neutron flux management. Results
indicated a tritium breeding ratio (TBR) of 1.15, surpassing the self-sufficiency target of 1.1,
with further improvements through increased lithium content and blanket thickness. Effective
neutron shielding ensured safe operational limits for reactor components. These findings
demonstrate the feasibility of achieving self-sustaining fusion reactions, essential for the viability
of fusion power as a sustainable energy source. Future research will focus on advanced materials,
refined simulations, and enhanced cooling technologies to further optimize fusion reactor
designs.

Introduction
Fusion energy stands at the front of scientific and technological innovation, offering a

promising solution to the world's energy challenges. This section provides an overview of the
different types of fusion reactions that replicate the energy generation process of stars, including
our sun. It also dives into the critical role of lithium breeder blankets in fusion reactors and
highlights the importance of tritium production for sustaining fusion reactions within Tokamak
reactors.

Among the different fusion reactions present, Deuterium (2 ) and tritium (3 ) fusion𝐻 𝐻
reactions are the most promising approaches for achieving practical fusion energy. The primary
reaction, (2 3 4 17.6 MeV), produces a helium-4 nucleus (4 ) and a high-energy𝐻+ 𝐻→ 𝐻𝑒 + 𝑛 + 𝐻𝑒
neutron (14.1 MeV), releasing 17.6 MeV per reaction. This reaction has the highest rate of
success at achievable temperatures, making it the most practical for current fusion research. Its
high energy yield and relatively low ignition temperature compared to other fusion reactions
make it a very viable solution. However, challenges include the scarcity of tritium, production of
radioactive neutrons, and material activation issues. (1)

Deuterium can also fuse with other deuterium nuclei through reactions such as 2 2 3𝐻+ 𝐻→
3.27 MeV and 2 2 3 4.03 MeV. These reactions produce tritium and a𝐻𝑒 + 𝑛 + 𝐻+ 𝐻→ 𝐻𝑒 + 𝑝 +

proton or helium-3 (3 ) and a neutron, with a total energy release of around 4 MeV per reaction.𝐻
Although the energy yield is lower than D-T fusion and requires higher temperatures for
significant reaction rates, deuterium is more abundant and easier to obtain than tritium. These
reactions also produce neutrons, but at a lower energy compared to D-T fusion. Nevertheless, the
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higher ignition temperatures and lower reaction rates pose significant challenges for practical
application. (2)

Another fusion reaction involves deuterium and helium-3, producing a helium-4 nucleus
and a proton. This reaction primarily produces charged particles, resulting in minimal neutron
radiation. The charged particles can be more easily converted directly into electricity, reducing
radioactive waste and lowering radiation hazards. However, helium-3 is extremely rare on Earth
and would need to be sourced from lunar or extraterrestrial mining or produced in other nuclear
reactions. This reaction also requires even higher temperatures than D-T fusion to achieve
sufficient reaction rates. More advanced technology is needed to handle the high temperatures
and efficiently harness the energy produced, rendering this reaction quite impractical. (3)

While deuterium-tritium fusion offers the highest energy yield and the most practical path
to fusion energy currently, other reactions involving deuterium-deuterium or deuterium-helium-3
present potential alternatives with their own advantages and significant challenges. However, this
study will focus on deuterium-tritium fusion, comparing its advantages and limitations with other
fusion reactions to provide a comprehensive context for its selection.

Tritium is one of the two primary fuels for deuterium-tritium (D-T) fusion reactions,
which are among the most promising for achieving practical fusion energy. The D-T fusion
reaction produces a significant amount of energy through the reaction. This reaction yields a
helium nucleus (alpha particle) and a high-energy neutron, releasing a total of 17.6 MeV. Tritium
is critical for maintaining the necessary plasma conditions, such as temperature and pressure, to
sustain efficient fusion processes. (4)

Tritium is extremely rare in nature, with minimal quantities found on Earth, primarily
produced through cosmic ray interactions with the atmosphere. It can also be produced in small
amounts in nuclear reactors through neutron irradiation of lithium or heavy water, though these
methods are limited and costly. Tritium is radioactive, emitting low-energy beta particles. While
these particles are not highly penetrating, they pose a contamination risk if tritium is inhaled or
ingested. Tritium's small and mobile atoms can diffuse through many materials, making
containment challenging. Therefore, handling and storage of tritium are subject to stringent
regulatory controls to ensure safety and environmental protection. (4)

The Tritium Breeding Ratio (TBR) is a critical parameter for fusion reactors, defined as
the ratio of tritium atoms produced to tritium atoms consumed. A TBR greater than 1 indicates
that the reactor produces more tritium than it consumes, essential for a self-sustaining fuel cycle.
Achieving a TBR of at least 1 is crucial to ensure a continuous and adequate supply of tritium for
ongoing fusion reactions. The target TBR for a self-sustaining fusion reactor is typically around
1.1 to 1.2, allowing for a margin to account for tritium losses during extraction, processing, and
handling. (4)

To achieve the target TBR, the breeder blanket must be designed to maximize neutron
capture by lithium and optimize the breeding reactions. This involves careful selection of
materials, geometric configuration, and thermal management. Efficient heat removal systems are
necessary to manage the substantial heat generated from neutron interactions and tritium
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breeding reactions. Coolants such as helium or molten salts are used to transfer heat from the
blanket to heat exchangers for electricity generation. The materials used in the breeder blanket
must withstand high temperatures, neutron irradiation, and mechanical stresses. Advanced
materials like ferritic-martensitic steels are commonly used for structural components due to
their resistance to neutron-induced damage, including swelling, embrittlement, and activation.
(4) For instance, ferritic-martensitic steels exhibit excellent mechanical properties and radiation
resistance, making them suitable for the demanding environment of fusion reactors. Maintaining
a TBR above 1 ensures that the reactor can operate continuously without requiring frequent
external tritium supplies, enhancing the reactor's economic and operational viability.

Breeder blankets are essential for producing tritium, a crucial fuel for deuterium-tritium
(D-T) fusion reactions in tokamak reactors. Since tritium is scarce and not naturally abundant,
breeding tritium within the reactor using neutron interactions with lithium ensures a continuous
and self-sufficient fuel supply. The high-energy neutrons produced in fusion reactions interact
with the breeder blanket, converting their kinetic energy into heat, which is then used to generate
electricity. By breeding tritium within the reactor, reliance on external tritium supplies is
minimized, enhancing the sustainability and viability of fusion power. (5)

Pure lithium or lithium-based compounds are used due to their ability to breed tritium
upon neutron capture. Lithium-lead alloys are often favored as they offer favorable thermal and
neutronic properties, enhancing the tritium breeding ratio and overall reactor performance.

Efficient heat removal systems are necessary to manage the substantial heat generated
from neutron interactions and tritium breeding reactions. Coolants such as helium or molten salts
are used to transfer heat from the blanket to heat exchangers for electricity generation. (6)

The design of the breeder blanket should maximize the capture of high-energy neutrons
for effective tritium breeding while minimizing neutron leakage. Efficient methods for extracting
tritium from the breeder material are also essential. Techniques such as gas permeation, liquid
metal extraction, and chemical processing have been employed. Neutronic simulations and
experiments guide the optimization of blanket materials and geometries to achieve the desired
tritium breeding ratio and overall performance. (7)

Overall, breeder blankets play a pivotal role in the production of tritium for fusion
reactors, enabling a sustainable and self-sufficient fuel cycle. The integration of advanced
materials and effective heat removal systems ensures the optimal performance and longevity of
the reactor, paving the way for the future of fusion energy.

Materials and Methods
The Monte Carlo method is a statistical approach used to model the probability of

different outcomes in processes influenced by random variables. It involves random sampling to
simulate complex physical and mathematical systems, making it particularly valuable for
handling intricate geometries and interactions by tracking individual particle histories and
tallying the results. This method finds applications across various fields, including physics,
finance, engineering, and medicine.
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OpenMC is an open-source code that leverages continuous-energy Monte Carlo methods
to simulate neutron transport with high accuracy. It supports detailed and complex geometries,
enabling precise modeling of reactor components, and is designed to run efficiently on modern
parallel computing architectures, significantly speeding up simulations. OpenMC is compatible
with various nuclear data libraries, such as ENDF/B, JEFF, and JENDL, ensuring accurate
cross-section data for simulations. Its Python API and extensive documentation make it
accessible and easy to use for researchers and engineers.

Continuous-energy Monte Carlo methods offer highly accurate results, especially for
complex geometries and mixed-material systems, compared to deterministic methods. The
open-source and modular design of OpenMC allows users to customize and extend the code for
specific research needs. Its efficient parallel computing capabilities make it suitable for
large-scale simulations required in modern fusion research. An active user and developer
community contributes to the rapid development and troubleshooting, ensuring that the code
remains up-to-date with the latest research advancements.

OpenMC is used to simulate the behavior and transport of neutrons within a fusion
reactor, providing insights into neutron flux distribution, energy deposition, and reaction rates. It
accurately models interactions between neutrons and reactor materials, essential for
understanding the effects of neutron irradiation on structural materials and components. This
capability is critical for designing breeder blankets, which are responsible for breeding tritium
and capturing neutron energy. OpenMC helps optimize material compositions and geometries to
maximize tritium breeding ratios and thermal performance.

Additionally, OpenMC is used to design and evaluate neutron shielding to protect reactor
components, personnel, and the environment from harmful neutron radiation. It assists in testing
and validating new materials for use in fusion reactors by simulating their behavior under
neutron irradiation, helping identify materials that can withstand the harsh fusion environment.
OpenMC also contributes to safety analyses by modeling potential scenarios and their impacts,
ensuring that reactor designs meet safety standards and regulations. By simulating different
configurations and operational parameters, OpenMC enables the optimization of reactor designs
to find the most efficient and effective setups.

In this simulation, the core of the simulated tokamak consists of the plasma region where
fusion reactions occur. This region is toroidal in shape, designed to confine the high-temperature
plasma using magnetic fields. At the bottom of the tokamak is the divertor, which manages
plasma impurities and heat. The innermost layer facing the plasma is made of materials like
beryllium or tungsten to withstand high heat loads. Surrounding the first wall is the blanket,
which is crucial for neutron moderation and tritium breeding. In this model, the blanket is a
helium-cooled lithium lead (LiPb) blanket. The blanket, composed of a mixture of lithium and
lead, serves as both a neutron multiplier and a tritium breeder. Helium gas is used to cool the
blanket, chosen for its inert properties and high thermal conductivity. The blanket has channels
and helium flows through these channels to remove heat.
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The neutron source is distributed within the plasma region of the tokamak, emitting
neutrons with a 14.1 MeV energy spectrum characteristic of D-T fusion reactions. The
simulation assumes a continuous and constant source of neutrons, representing steady-state
operation of the fusion reactor. Neutrons that reach the boundaries of the simulation domain are
absorbed and do not re-enter, simulating an open environment around the tokamak. A structured
grid is used to discretize the simulation domain for detailed spatial analysis, such as a
100x100x100 grid to ensure fine spatial resolution. This mesh covers the entire tokamak and
blanket region, from the inner plasma core to the outer boundaries.

The simulation measures the neutron flux, providing information on neutron distribution
within the tokamak and blanket. The tally might use a mesh filter to record flux at different
points within the geometry. Additionally, it measures the rate of tritium production within the
lithium lead blanket. Specific reactions are tracked to determine the breeding ratio. The tally is
configured to focus on regions with lithium lead to calculate the Tritium Breeding Ratio (TBR)
accurately.

The design and simulation of a tokamak involve detailed modeling of the plasma core,
divertor, first wall, and blanket. Accurate simulation of neutron flux and tritium production is
crucial for optimizing the reactor's performance and ensuring a self-sustaining tritium supply.

Results
The neutron flux within the helium-cooled lithium lead blanket shows a peak value of

near the plasma-facing surface. This high-flux region is critical for effective1. 5 × 1014 𝑛/𝑐𝑚2

tritium breeding. Moving towards the middle of the blanket, the neutron flux decreases to

approximately , consistent with neutron attenuation as they are moderated8. 0 × 1013 𝑛/𝑐𝑚2

and absorbed by the blanket materials. Near the outer edges of the blanket, the neutron flux drops

significantly to about , indicative of effective neutron moderation and capture3. 0 × 1013 𝑛/𝑐𝑚2

within the blanket. The design target for neutron flux within the blanket is .1. 0 × 1014 𝑛/𝑐𝑚2

The observed peak flux slightly exceeds this target, suggesting a robust tritium breeding
environment. The blanket design aims to keep neutron flux in structural components below

to prevent excessive material degradation. The results indicate that the outer5. 0 × 1013 𝑛/𝑐𝑚2

regions meet this safety requirement, ensuring long-term structural integrity.
The superconducting magnets are positioned outside the blanket at a radial distance of 3.5

meters from the plasma center. The neutron flux at the magnet location is measured to be

, which is within acceptable operational limits for superconducting materials.2. 5 × 1011 𝑛/𝑐𝑚2

Long-term exposure studies suggest that neutron fluxes below have minimal1. 0 × 1012 𝑛/𝑐𝑚2

impact on the performance and lifespan of superconducting magnets. To further reduce neutron
exposure to the magnets, additional shielding can be incorporated using high-density materials
such as tungsten or boron carbide. Simulations show that adding a 30 cm thick tungsten shield

can reduce neutron flux to . Adjusting the thickness and material composition1. 0 × 1011 𝑛/𝑐𝑚2
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of the blanket can also help in better neutron attenuation. Increasing the thickness of the lithium
lead blanket by 20 cm can result in an additional 40% reduction in neutron flux reaching the
magnets. Utilizing optimized magnetic field configurations can help in altering neutron paths,
minimizing direct neutron streams towards the magnets.

The neutron flux distribution within the helium-cooled lithium lead blanket demonstrates
effective neutron moderation and tritium breeding. The peak flux slightly exceeds design
objectives but remains within safe operational limits for blanket materials. The neutron flux
reaching the superconducting magnets is within acceptable levels, and further reductions can be
achieved through enhanced shielding and optimized blanket design. These results ensure both the
efficiency of tritium production and the longevity of critical reactor components.

The tritium breeding ratio (TBR) was calculated using reaction rates from the (n,t)
reactions within the helium-cooled lithium lead (LiPb) blanket. OpenMC tallies were employed
to score these reactions. The TBR is defined as the ratio of tritium atoms produced to the number
of tritium atoms consumed in the D-T fusion reactions. Neutron transport simulations were run
with 100,000 particles over 200 batches, ensuring statistically significant results. The reaction
rates were integrated over the entire blanket volume. Moreover, the efficiency of tritium
extraction methods, such as gas permeation and liquid metal extraction, was evaluated to ensure
a continuous and practical supply of tritium for the reactor.

For a fusion reactor to be self-sufficient, a TBR greater than 1.0 is required. Typically, a
target TBR of at least 1.1 is set to account for tritium losses in processing and handling. The
calculated TBR from the current blanket design was found to be 1.15. This value exceeds the
self-sufficiency target, indicating that the blanket design can produce enough tritium to sustain
the fusion reactions and compensate for operational losses.

Increasing the lithium content in the blanket by 10% resulted in a TBR increase to 1.22,
enhancing tritium production due to the higher availability of lithium nuclei for (n,t) reactions.
Additionally, increasing the blanket thickness by 20 cm led to a TBR increase to 1.20, providing
more material for neutron interaction and tritium breeding. Adding neutron reflector materials,
such as beryllium, around the blanket improved neutron economy and increased the TBR to 1.18.
Reflectors reduce neutron leakage and increase the probability of tritium-producing reactions.

Enhanced neutron shielding, such as adding tungsten layers, effectively reduces neutron
flux to sensitive components like superconducting magnets but can also absorb neutrons that
would otherwise contribute to tritium breeding. A balance must be achieved between adequate
shielding and sufficient neutron availability for tritium production. For example, simulations
showed that adding a 20 cm thick tungsten shield decreased the TBR to 1.10, which is still
self-sufficient but closer to the threshold. Using materials with high neutron absorption
cross-sections for shielding can decrease the TBR. Therefore, careful selection of shielding
materials and design configurations is critical to maintaining tritium self-sufficiency.

The helium-cooled lithium lead blanket design achieved a TBR of 1.15, surpassing the
self-sufficiency target of 1.1. Optimization efforts, such as increasing lithium content, blanket
thickness, and incorporating neutron reflectors, further enhanced the TBR. However, these
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modifications must be balanced against the need for effective neutron shielding to protect critical
reactor components. By carefully managing these trade-offs, it is possible to design a fusion
reactor blanket that both breeds sufficient tritium and provides necessary shielding, ensuring the
reactor's overall efficiency and sustainability.

Conclusions and Future Frontiers
The simulation results showed effective neutron attenuation within the helium-cooled

lithium lead (LiPb) blanket, with peak neutron flux near the plasma-facing surface at

and significantly reduced flux at the outer regions. Neutron flux at the1. 5 × 1014 𝑛/𝑐𝑚2

superconducting magnets was kept within safe operational limits at . The2. 5 × 1011 𝑛/𝑐𝑚2

baseline TBR achieved was 1.15, exceeding the self-sufficiency target of 1.1. Optimization
strategies such as increasing lithium content, blanket thickness, and incorporating neutron
reflectors further improved the TBR, with the highest increase resulting in a TBR of 1.22. The
optimized blanket design proved highly effective in both neutron flux reduction and tritium
breeding. Enhancements in lithium content and blanket thickness, alongside strategic use of
neutron reflectors, demonstrated significant improvements in TBR without compromising
neutron shielding.

These findings highlight the critical balance between tritium breeding and neutron
shielding in fusion reactor design. The demonstrated TBR above self-sufficiency targets suggests
that similar blanket designs could be effective in future tokamak reactors, supporting sustained
fusion reactions and efficient tritium production. The neutron flux management ensures that
reactor components, particularly superconducting magnets, remain within safe operational limits,
enhancing the overall lifespan and reliability of the reactor. With a TBR consistently above 1.1,
the blanket design shows strong potential for achieving self-sustaining fusion reactions. This is
crucial for the viability of fusion power as a long-term energy source, ensuring a continuous
supply of tritium for the fusion process.

Future work could involve developing more refined simulations with higher resolution
and more complex geometries to identify additional optimization opportunities. Exploring
combinations of different materials and configurations, such as multi-layered blankets with
varying compositions, could enhance both tritium breeding and neutron shielding. Investigating
new materials with superior thermal and neutron absorption properties might improve blanket
performance, while exploring the use of nanostructured materials could enhance mechanical
properties and radiation resistance. Research into advanced cooling technologies, such as
supercritical fluids or liquid metal coolants, could improve heat removal efficiency and overall
reactor performance. Developing materials that can withstand the harsh environment of a fusion
reactor, including high temperatures and neutron irradiation, is essential to ensure the structural
integrity and longevity of reactor components. Enhancing tritium extraction, handling, and
processing technologies will also be crucial to ensure efficient and safe management of tritium
produced in the reactor. Additionally, assessing the long-term economic viability and operational
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challenges of the proposed design will provide a comprehensive understanding of its feasibility
and potential for large-scale implementation.
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The Great War's Toll: The Economic Collapse of the Ottoman Empire by Derin Değerli

Abstract
The research paper examines the economic challenges faced by the Ottoman Empire

during World War I and the policies implemented to address these issues. The war severely
disrupted the Ottoman economy, exacerbating pre-existing financial difficulties. Trade
embargoes imposed by the Allied Powers, coupled with increased military expenditures, led to
significant budget deficits, hyperinflation, and black market activities. The conscription of the
agricultural workforce resulted in reduced agricultural output, further aggravating food
shortages. The government's attempts to control prices and manage subsistence supplies often
backfired, encouraging smuggling and illegal trade. Despite receiving financial aid and advances
from Germany and Austria, the Ottoman Empire had to resort to domestic borrowing, creating
long-term debt that the state could not sustain. All of these led to the eventual demise of the
six-century-old Ottoman Empire, paving the way for the establishment of the Republic of
Turkey  .

Introduction
The rise of nationalism with the French Revolution and colonialism brought by the

Industrial Revolution escalated international tensions. These strained relations snapped when a
Serbian nationalist assassinated Archduke Franz Ferdinand of Austria-Hungary, leading to the
outbreak of World War I on July 28, 1914. Despite being on the brink of economic collapse due
to its geographical importance, multi-national structure, and desire for power, the Ottoman
Empire's entry into this war was inevitable. Analyzing the impacts of World War I on the
economy and the economic policies that the state pursued during this period is crucial for
understanding the collapse of the Ottoman Empire, which had ruled for six centuries and
engraved its name in history.

Ottoman Economy Before World War I
The economy of the Ottoman Empire was deteriorating as World War I approached.

Table-1: Gross National Income Before the War.1

GNI Based on Sectors (in terms of million kurush)

Sectors 1913 1914

Agriculture 10.422 15.060

Mining 156 105

Manufacturing Industry 2.551 2.443
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Transportation 729 681

Trade 2.170 1.832

Financial Affairs 266 261

Government Services 1.774 1.878

Housing Incomes 664 664

Service Industry __________1.025________ _________1.130_________

Domestic Incomes 20.369 22.393

Remittances __________-103_________ __________-103_________

National Income 20.266 22.393

Vehicle Taxes __________970__________ __________768__________

Net income 21.236 23.161

Depreciation __________907__________ __________946__________

Gross National Income 22.243 24.107

Despite the significant improvements in technology and economic development in the
late 19th century, as seen in Table-1, the Ottoman State was still not industrialized on the eve of
World War I, and its economy was based on agriculture. In addition, the Gross National Product

(GNP) of the Ottoman Empire was quite low compared to other European countries Reforms.2

that were carried out to keep the collapsing Ottoman economy on its feet significantly expanded
the Empire’s trade. Despite this expansion, the free trade agreements made along with the
reforms made it difficult for local industries using human capital to compete with foreign
producers who were mass producing in factories, thus making the Ottoman economy even more

dependent on other countries.3

Table-2: Trade Balance Before the War.4

Trade Balance in the 1913/1914 Fiscal Year

Countries Imports Exports Total Exports Imports Total

(In terms of 1000 Ottoman Lira) %
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England 8.129 4.662 12.791 19.4 21.6 20.2

Austria 6.147 2.239 8.386 14.7 10.4 13.2

France 3.592 4.295 7.887 8.6 19.9 12.4

Germany 4.689 1.234 5.923 11.2 5.7 9.3

Italy 3.639 930 4.569 8.7 4.3 7.2

Russia 3.517 831 4.348 8.4 3.9 6.8

Egypt 1.431 1.973 3.404 3.4 9.1 5.4

Romania 1.937 629 2.566 4.6 2.9 4.0

U.S.A 1.080 1.379 2.459 2.6 6.4 3.9

Belgium 1.846 539 2.385 4.4 2.5 3.8

Others __5.835__ __2.889__ __8.724__ ___14.0__ ___13.3__ ___13.8__

Total 41.842 21.600 63.442 100 100 100

As seen in Table-2, as the war approached, the imports of the Ottoman Empire were
almost twice as much as its exports, significantly increasing the economic burden. Apart from
the unfavorable balance of trade, the foreign debts taken also aggravated the issues of
dependence on other countries and economic instability. After its first foreign debt which was
taken during the Crimean War, the Ottoman Empire took foreign loans in every financial
difficulty it faced. These debts were of very high amounts and their interest rates were much

higher than the normal rates given to other countries Despite these drawbacks, the War Minister.5

of the time, Enver Pasha, thought the war would be short and end in a few quick campaigns, so
he neither made a comprehensive plan nor thought about the possible consequences of such a
war. Enver Pasha lacked organizational skills, did not understand logistics, and did not have the

patience to manage the state, thus recklessly plunging the Ottoman State into chaos Referred to.6

as the “sick man” on the brink of war, the Ottoman Empire was seeking a cure for his illness. In
this context, to regain its lost territories and to get rid of the capitulations and foreign debts, the
Empire entered the war alongside Germany as a Central Power. From a financial point of view,

entering World War I with such an economy was both impossible and necessary.7

Ottoman Economy during World War I
Trade
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The Ottoman Empire’s growing trade has changed significantly when the World War I
broke out. With this change, Ottoman Empire’s trading relations with other countries was
reshaped.

Table-3: Impact of War on Trade Relations.8

Ottoman Trade Distribution Amongst Different Countries

1913/1914 1916/1917

Countries Imports Exports Imports Exports

% % % %

Germany 11.2 5.7 35.7 73.1

Austria 14.7 10.4 55.5 22.3

England 19.4 21.6 - -

France 8.6 19.9 - -

Italy 8.7 4.3 - -

Russia 8.4 3.9 - -

Romania 4.6 2.9

Bulgaria 0.6 1.2 5.0 4.6

Others 23.8 30.1 1.3 5.0

As can be seen in Table 3, the Ottoman Empire’s trade relations with the Allies -such as
England and France- were cut off, and instead, the trade relations with the Central Powers -such
as Germany and Austria- were strengthened.

Table-4: Trade Balance During War.9

Trade Balance in Different Years of War

Fiscal Years Imports Exports

(In terms of Million Ottoman Liras)

1913/14 41.84 21.60
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1914/15 23.60 14.65

1915/16 4.3 4.9

1916/17 10.2 12.3

1917/18 15.08 13.98

1918/19 21.28 14.89

Due to the embargoes on the Ottoman Economy at the climax of the war (1915/1916), the
imports of the empire were reduced to one tenth of their previous size and exports were reduced
to one fifth. Not only was the empire importing machinery and war equipments, but they were

also importing nutritions to financially support rural areas of the empire Therefore, these.10

embargoes affected the standards of living as well as the military and production.

Budget, Inflation and Blackmarkets
As seen in Table-5, with the beginning of World War I, war expenses and hence total

expenses increased. During the time span from 1913 to 1918, war expenses rose from 2.7 to
79.2, nearly 30 times, and total expenses increased from 35.3 to 122.5, nearly 4 times.

Table-5: Change in the Budget During the War.11

The Ottoman Empire’s War Budget

Years Debt
Servicing

Wages General
Expenses

Investments War
Expenses

Total

(In terms of Million Ottoman Liras)

1913/14 13.0 11.3 6.2 2.1 2.7 35.3

1914/15 13.8 11.3 6.8 1.5 24.4 57.8

1915/16 15.6 12.0 6.9 0.7 30.5 65.5

1916/17 15.8 13.3 7.6 0.6 45.7 83.0

1917/18 17.2 13.4 8.5 1.0 68.9 109.0

1918/19 17.4 15.0 9.8 1.1 79.2 122.5
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The military expenses and costs incurred were due to the increased demand for
equipment, food, clothing, and similar products to be used by soldiers. In addition, the
embargoes imposed by the Allied Powers on Ottoman foreign trade reduced the total supply in

the Ottoman Empire The increased total demand and decreased total supply led to.12

hyperinflation. The inflation rate during the period from the beginning to the end of World War I

was 2500% Hyperinflation raised average price levels, which led to the depreciation of.13

Ottoman currency, meaning a decrease in purchasing power. When purchasing power decreased,
problems with meeting fundamental needs began to arise among the population. Farmers, aiming
to take advantage of these subsistence problems, reported lower than the actual harvests in their

records and started selling the unreported harvests at high prices on the black markets In.14

addition to the sale of harvests on the black market, hoarding, warehousing, and gold smuggling

would also become commonplace in the near future.15

Agriculture
Since the Ottoman Empire did not industrialize, agriculture relied on human labor. When

World War I broke out, 80% of those recruited in the army were either directly or indirectly

contributing to agriculture Anticipating a decline in harvests during the war, the government.16

started subsidizing the agriculture sector before the war even began, and hence, harvests started

to increase In 1914, compared to the previous year, agricultural production increased by an.17

average of about 13%, but during the war years, the sector decreased by approximately 30% each

year.18

Industry
Before the war began, the Ottoman industry relied on foreign establishments, but the

embargoes brought by the war led to the growth of local establishments Free from external.19

competition, local establishments expanded their areas of operation and discovered new
manufacturing methods. With decreased competition, cost issues also diminished for the
domestic industry, but challenges such as raw material shortages and difficulties in finding

workers arose Although the number of establishments increased due to reduced external.20

competition, many factories had to cease operations due to the lack of raw materials. This
situation can be observed in Table-6.

Table-6: Industry During War.21

Different Ottoman Industries During War

Industry Number of Businesses Number of
Workers

Production value
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Present Active (Million kurush)

1913 1915 1913 1915 1913 1915 1913 1915

Nutrition 74 75 71 57 4.281 3.916 456.6 531.9

Soil 16 17 16 5 980 336 13.4 2.7

Tanning 12 13 11 12 930 1.270 32.0 62.6

Wood 19 24 19 19 705 377 11.1 5.9

Textile 70 73 61 36 7.667 6.660 100.3 90.8

Paper 51 51 51 49 1.897 1.267 37.5 46.2

Chemistry 10 11 10 4 417 131 16.9 17.0

Total 252 264 229 182 16.975 14.060 670.8 757.0

Ottoman Empire’s Economics Policies During World War I
Taxes

One of the primary policies the Ottoman Empire resorted to for financing the war was
taxation. There were three types of taxes is the Ottoman Empire aimed at financing the war: the
Dividend Tax, the War Tax, and the Ashar Tax. The Dividend Tax involved taxing the earnings
of individuals engaged in commerce, arts, and crafts. Although this tax was first implemented in

1907, it was abolished due to its ineffectiveness and then reintroduced in 1914 The War Tax.22

was implemented in 1912 to facilitate covering war expenses but was abolished in 1920 due to

its inefficiency The Ashar Tax was a tax on the harvested crops. While the percentage of this.23

tax was not increased, its collection became more difficult due to the scarcity brought by the war.
Consequently, a law enacted in 1914 decreed that for villages where auction or administration
was not possible, the average amount of ashar for the years 1911, 1912, and 1913 would be paid

at the end of the war At the beginning of the war, the Ottoman Empire was able to slightly.24

alleviate its budgetary burden through tax applications. However, as the war progressed and
subsistence problems increased, tax collectors, especially in rural areas, encountered significant

resistance while trying to collect tax revenues With this resistance, the taxation system began.25

to lose its effectiveness, public order deteriorated, and a conflict emerged between the state and
the people.

Subsistence Problems
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Subsistence refers to the provision of food and drink, nourishment, and care, essentially
meeting basic needs. During World War I, alongside the army's increasing basic needs, the
population's subsistence problems also grew. Anticipating these scarcity problems, a series of
measures were taken even before the war began. Within this framework, a decision on July 24,
1914, halted the export of nutritions and livestock, and a commission was established to manage
subsistence affairs. This aimed to prevent the public from experiencing shortages problems and
to curb potential price increases. The subsistence policies particularly focused on meeting the
population's need for wheat and bread. In this context, it was decided that bakeries requisitioned

for military needs would continue to supply bread to the public with ration cards.26

Although the intentions behind the state's subsistence policy were beneficial, its
interventions and controls in economic life, particularly regarding prices, often made securing
subsistence even more challenging. Keeping prices low to protect consumers encouraged

smuggling and led traders to supply goods to other markets.27

Credits, Advance Payments, Loans, and Borrowing
In October 1914, Germany offered the Ottoman Empire an advance payment of 5 million

liras in gold on the condition that it entered the war on the side of the Central Powers. When the
Finance Minister of the time, Cavid Bey, hesitated to work with Germany, the Germans
improved the terms of the agreement. In the following months, the Ottoman Empire frequently
received credits from Germany and Austria and joined the war on the side of the Central Powers

in February 1915 The advances received from Germany and the corresponding issuance of.28

paper money can be seen in Table-7.

Table-7: Credits Taken During War.29

Credits

Year Lira

1914 5.000.000

1915 I 4.346.093

1915 II 8.000.000

1915 III 11.700.400

1916 I 32.000.000

1916 II 35.981.400
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1916 III 6.000.000

1917 I 50.000.000

1917 II 3.500.000

1918 24.000.000

Total 180.527.893

The credits successfully alleviated the economic burden on the Ottoman Empire; however, as the
war dragged on in its later years and hopes for victory diminished, the Germans became more
reluctant to provide advances. Consequently, the Ottoman Empire resorted to domestic
borrowing for the first time. In this context, a law enacted on April 3, 1918, designed a long-term

borrowing policy with a 5% interest rate and a 20-year maturity The borrowing policy had.30

both positive and negative aspects. On the positive side, the state could quickly generate income
and thus mitigate its economic burden on a short notice according to the developments in the
war. However, the long-term implications and potential challenges of the borrowing policy were
also significant concerns. However, it led to the state borrowing from the public, creating
domestic debt. The borrowing policy planned for the full repayment of the money after 20 years,
but the Ottoman Empire collapsed four years after this policy was implemented. Therefore, when
it was in effect, the positive impacts of the borrowing policy outweighed the negative effects for
the Empire, but the contrary can be said for the people of the Empire.

Conclusion
Due to various reasons, primarily economic difficulties, the Ottoman Empire was forced

to enter World War I. The war immensely affected the Ottoman economy mostly in a negative
way. The Allied Powers imposed trade embargoes, severing commercial relations with these
nations. The burden on the budget significantly increased due to debts, the growing demands of
the army, and decreased supply, which created hyperinflation and subsistence problems, resulted
in black market activities. The conscription of the agricultural population led to a decline in
agricultural production and crop harvests. The reduction in foreign trade decreased competition
among industrial establishments, but a considerable number of establishments became
non-operational due to the raw material shortages caused by the decline in foreign trade.

To mitigate these repercussions, numerous economic policies were implemented.
However, these policies mostly failed to achieve their intended goals. Although the taxes
imposed by the state were initially effective, the increasing subsistence problems over time made
tax collection difficult. The state’s interventions in the economy -mostly price controls-
encouraged various crimes including black market activities. While the advances received and
the borrowing policy adopted helped alleviate the economic burden on the budget, they also led
to external and internal debt.
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The adverse effects of World War I on the economy, combined with the inadequacy and
inefficiency of the government's policies during this period, directly contributed to the collapse
of the six-century-old Ottoman Empire and the subsequent establishment of the Republic of
Turkey, which prevails today.
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Mental Health Impacts of COVID-19 During the 2020-2021 Pandemic by Purvi Kumar

Introduction
The outbreak of the COVID-19 pandemic in 2020 brought about unprecedented

challenges that permeated every aspect of society. It profoundly impacted the mental well-being
of individuals across communities in the United States as the nation grappled with the physical
health implications of the virus and the psychological toll of prolonged isolation, fear,
uncertainty and grief. Understanding the mental health implications of the pandemic on groups
of different class, occupation, and race is essential for formulating effective intervention
strategies and support systems. The sudden and drastic change that accompanied the emergence
of the virus including widespread lockdowns, social distancing mandates, and a pervasive
atmosphere of fear and uncertainty created a unique and highly stressful environment for
communities. The rapid shift to remote work, closure of schools and businesses, and limitations
on social interactions disrupted established routines and social support systems, leading to the
high levels of anxiety and emotional distress among the population.

In particular, the immediate impact on first responders (e.g., doctors, EMTs) who were
thrust onto the front lines of the public health crisis was profound and deeply challenging. These
essential workers faced unique circumstances, including a surge in hospitalizations, shortages of
personal protective equipment, and continuous exposure to traumatic and emotionally
demanding situations. Within the broader population, the effects of the pandemic on mental
health were widespread. The prevalent fear of contracting the virus, coupled with concerns about
economic stability, job loss, and social isolation, created a dilemma of stressors that impacted
individuals of all ages, backgrounds, and socioeconomic statuses. The disruption to social
connections, uncertainty about the future, and the loss of familiar coping mechanisms
contributed to a collective sense of distress that reverberated throughout communities
nationwide.

This literature review explores the broad mental health impacts of the COVID-19
pandemic on diverse communities in the United States between 2020 to 2021. This review aims
to highlight the unique challenges faced by vulnerable populations, healthcare workers, students,
teachers, business owners, the elderly, and homeless individuals. Additionally, it seeks to identify
the specific needs of these communities in order to inform targeted support services addressing
the mental health concerns amidst the ongoing crisis.

Teachers
Looking into the mental impacts of the pandemic on teachers offers valuable

insights into the broader societal repercussions of this unprecedented crisis and
underscores the urgent need for comprehensive support and resources to address the
mental health needs of educators and safeguard the resilience of the education system.
The pandemic created a mental toll on educators, particularly in relation to the stress of
adapting to new teaching methods, concerns about pay, and the challenges of managing
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classes virtually. As schools rapidly transitioned to remote or hybrid learning models,
teachers faced unprecedented pressure leading to clinical levels of anxiety and the
development of generalized anxiety disorder (GAD). Studies examining the prevalence of
anxiety symptoms found that 38.4% to 73% of teachers met criteria for GAD. (Ala’a et al.,
2020 and Lizana & Lera, 2022)) Prevalence in these studies To innovate teachers instructional
approaches while grappling with the emotional strain of navigating the uncertainties brought
about by the pandemic. Research indicates that educators in New Orleans charter schools (81%
women; 55% Black) on average experienced 7 stressors out of 18 surveyed (list some examples
here from the study) and 4 protective factors (e.g., support groups, success) of the 6 surveyed
(Baker et al., 2021). Teachers that were more highly stressed reported worse mental health.
Those who reported having. more protective factors were more likely to find it easier to cope
with the pandemic. There were also differences based on the racial identity of the teacher, such
that black teachers were reported to have better mental health, and teachers overall talked about
lack of connection with coworkers which lifted stress off of teachers. (Baker et al., 2021).

Moreover, the issue of teacher compensation also emerged as a critical concern, with
educators voicing frustration over stagnant wages, increased workloads, and the lack of
recognition for their essential role in maintaining continuity in education during the crisis. The
financial strain exacerbated existing disparities in pay within the profession and intensifying
feelings of undervaluation and burnout among teachers. Additionally, managing classes virtually
presented significant logistical challenges, further contributing to educators' mental health
burdens. As teachers navigated technological barriers, student engagement issues, and the
absence of in-person interaction, many reported feelings of isolation, exhaustion, and diminished
job satisfaction. (Pokhrel et al.,2021)

Students
There was a profound psychological toll on college and high school students during the

crisis and schools may have overlooked the urgent need for student support systems to address
the diverse and complex needs of young people in the aftermath of the pandemic. It unveiled a
multitude of challenges faced by students, ranging from decreased socialization and loss of
community to learning difficulties and stress from parents ( Woodet al., 2022). A study
conducted by Wood and colleagues (2022) demonstrated that 81.6% of students self-reported at
least one negative mental health problem. Students were also reported to have an 8% increase in
feelings of hopelessness, +7% feelings of loneliness, +9% feelings of sadness, +3% depression,
and +15% feelings of anger during the pandemic. With the abrupt shift to remote learning and
social distancing measures, students grappled with the profound disruption of their social lives
and routines. The absence of in-person interaction deprived many of the vital connections and
support systems provided by school communities, leading to feelings of isolation and loneliness
among students of all ages. Moreover, the loss of milestone events such as high school or college
graduations compounded the sense of disappointment and disillusionment, depriving students of
the closure and celebration they had anticipated. The transition to virtual learning also
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exacerbated learning difficulties for many students, particularly those from disadvantaged
backgrounds or with special needs, who faced increased barriers to accessing educational
resources and support. Additionally, the stress from parents navigating their own challenges
during the pandemic further strained students' mental well-being, as they grappled with academic
pressures, familial tensions, and the uncertainty of the future.

Parents
Examining the mental impacts of the pandemic on parents offers critical insights into the

broader societal repercussions of this novel crisis and underscores the urgent need for
comprehensive support systems to address the diverse and complex needs of caregivers in the
aftermath of the pandemic. The notable challenges faced by parents were overlooked. These
challenges include working from home while managing children's schooling, navigating
childcare options, concerns about vaccines for young children, and the overarching stress, fear,
and uncertainty surrounding vaccine protection (Alonzoet al., 2022). With the widespread
implementation of remote work arrangements and school closures, many parents found
themselves juggling professional responsibilities alongside the demands of supervising their
children's education at home. This balancing act not only strained parental productivity but also
exacerbated feelings of burnout and exhaustion as parents grappled with the constant juggling of
competing priorities as well as kids. Since March 2020, 27% of parents reported declining
mental health and 14% reported worsening behavioral health for their kids (Patrick et al., 2020).
For parents with newborns, the challenges were particularly acute, as they navigated the
complexities of caring for a vulnerable infant amidst a global health crisis. Additionally, the risks
associated with daycare facilities became a source of heightened anxiety for many parents, who
weighed the benefits of childcare against the potential exposure to the virus. Concerns about
vaccine efficacy and safety for young children further compounded parental stress, as caregivers
wrestled with the uncertainty surrounding their children's health and well-being. The pervasive
sense of fear and uncertainty surrounding vaccine protection underscored the profound
psychological toll of the pandemic on parents as they navigated the complexities of safeguarding
their family's health in an uncertain and rapidly evolving landscape. Male parents had the
struggle of keeping a good income coming in as female parents had to deal with the children at
home and stress over how to manage kids all day everyday for as long as they were
told.Therefore, it can’t be overlooked that both parents faced stressors along with their kids.

Healthcare Works
The plight of healthcare workers during the COVID 19 pandemic cannot be overstated.

This community represents one with major unmet needs in support. Healthcare workers, faced
with an exponential increase in patient numbers, had to bear the weight of the crisis, grappling
with the dual burden of caring for the sick while confronting the risk of falling ill themselves.
The sheer volume of cases led to a state of perpetual overwork, heightening an already dire
situation. As the pandemic raged on, the toll on healthcare workers only intensified, with
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mounting pressure and exhaustion becoming their daily reality. The main stressors amongst
healthcare workers were infection of colleagues (72.5%), stress of family members (63.9%), and
lack of protective measures (52.3%) 40% of Healthcare workers worried about self-infection
(Birhanu, Gebrekidan, and Tesefa, 2018). Additionally, mental health was likely impacted by
healthcare workers regularly seeing patients die and worrying about infecting their families. It
was understood that workers felt helpless in treating patients as society didn’t have a great idea
of the illness or what treatments would help. This fast surge in workload has highlighted not only
the physical demands but also the profound mental impacts of the crisis, underscoring the urgent
need for comprehensive support systems to safeguard the well being of those who tirelessly serve
our communities.

Elderly
Throughout the long era of the pandemic, the elderly population has emerged as one of

the most vulnerable demographics (add a statistic), confronting a myriad of challenges that have
significantly impacted their mental well being. With advanced age comes a higher likelihood of
severe outcomes from the virus, aggravating fears and anxieties among the elderly community.
The prevalence of communal living arrangements, such as nursing homes and assisted living
facilities, has only served to compound their risk of sickness, as these environments often
facilitate the spread of infectious diseases. Moreover, stringent safety measures implemented to
mitigate transmission have resulted in the heartbreaking reality of elderly individuals being
isolated from their families, deprived of the comforting presence of their loved ones during times
of crisis. The profound sense of loneliness and isolation has resulted in increased rates of
depression and is overlooked when it comes to interventions that address mental health
challenges faced by this vulnerable community. Bailey and colleagues (2021) conducted a study
examining elderly individuals who were cocooning in a facility during the pandemic. This
resulted in them staying in their homes and rarely being outdoors, which most likely led to many
self reported trends (see figure 1).
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Figure 1. Self reported trends in QOL, physical and mental health while cocooning. Participants
were asked questions: 1) How has your Quality of life (QOL) changed while cocooning? 2)

Compared to before the pandemic, how would you say your physical health was while
cocooning? 3) Compared to before the pandemic, how would you say your mental health was

while cocooning? (Bailey, et al., 2021)

Homeless Individuals
As the pandemic continues to harm communities, the mental toll on homeless individuals

is understudied despite the high rates of mental and physical health problems amongst homeless
individuals. Even before the pandemic, homeless individuals have not been cared for as they are
low on the social scale, which leads to gaping disparities in access to basic necessities and
healthcare. With shelters stepping in to provide essential resources such as food and water,
homeless populations have found a lifeline amidst the chaos, although they are faced with
challenges. The lack of access to vaccines and masks left this already vulnerable group at a
disadvantage, perpetuating their rates of infection and amplifying feelings of helplessness and
insecurity (Martinet al., 2021). Moreover, the closure of public spaces, often a refuge to those
without shelter, has further compounded their sense of isolation and displacement, stripping
away even the semblance of stability and routine. Martin and colleagues (2021) found that
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psychological disorders are present in approximately 50% of homeless people with a prevalence
of 35% for mental disorders. One solution to these concerns was theRed Cross and Catholic
charities allowed homeless people to use the city's municipal shelter.

Business Owners
In the height of the pandemic, business owners, particularly those who were involved in

the fields of hospitality and retail sectors such as restaurants, malls, and stores, encountered an
array of obstacles. Amidst strict regulations and safety protocols disrupting their usual
operations, these entrepreneurs found themselves grappling with a significant decline in revenue.
Business sales dropped 17% during the second quarter of the pandemic in 2020 in California
(citation). Accommodations (e.g., hotels) lost 91% of sales (Fairlie & Fossen, 2021). Business
owners faced the mental health impacts of keeping their business afloat and maintaining their
income. The dreams and aspirations they invested in their ventures faced an economic downturn.
Once vibrant hubs of activity, these commercial spaces now stand quiet, serving as a symbol of
the economic hardships faced by the owners of those businesses. As financial worries mounted
on top of the owners they had feelings of uncertainty, stress, anxiety, and a deep sense of loss.
These weighed heavily on the minds of the business owners taking a significant toll on their
mental health.

Implications for Support and Intervention
Communities during the pandemic had to bear different mental health impacts that may

have led to lasting consequences in their well being. This review suggests that there were notable
gaps in support for the homeless and elderly. Future research should focus on how to provide
ways for mental health support for vulnerable communities with limited access to mental health
resources. Different communities also faced unique stress factors. Teachers and students both
had the stress of the education factors such as keeping up with assignments, maintaining grades,
and assignment planning all virtually. Not only does education come into play, but social factors
do as well. Social isolation from lack of in person interaction and missing big events that happen
in school can impact mental health. Parents have to deal with their kids' activities and vaccines
which is a whole weight on their shoulders as they are tackling the adjustment to the pandemic as
well. Healthcare workers play a big role in the pandemic as they are the ones risking their health
to help others, providing vaccines, and adjusting to the changes of the pandemic while doing all
of that. The elderly and homeless people have the stress of not having family and top medical
care as they live in public facilities. Business owners have a stress of money because as the
pandemic shut everything down income is at a huge loss as not many interactions to businesses
occured. As stated, the communities suffer a variety of stresses where help should be provided as
these communities face a sense of loss. Support solutions that could be given to these
communities are things such as, support groups, for the homeless, elderly and parents. There
could be fundraisers for business owners that loss large amounts of income. For students and
teachers a support that could be given is counselor sessions in school for free.
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Conclusion
The outbreak of the COVID-19 pandemic in 2020 brought a massive change on society

and caused serious mental health challenges. The start of the pandemic showcased the immediate
need to start implementing precautions and procedures. The rapid change in how schools,
businesses, and society as a whole changed caused a significant toll on the mental well being of
members in the communities. Each community faced mental health impacts and profound
challenges as they coped with these changes. The fear of contracting the virus, paired with
concerns about economic stability, job loss, and social isolation, created a dilemma of stressors
that impacted individuals of all ages, backgrounds, and socioeconomic statuses. The disruption
to social connections, uncertainty about the future and the loss of familiar coping mechanisms
contributed to a collective sense of distress and unease reverberated throughout communities
nationwide. Interventions are important for the future of society's mental health whether people
still deal with it or not.
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A Literature Review Of How Monoclonal Antibodies Treat Lesional Skin In Atopic
Dermatitis And A Proposal Of An Anti-inflammatory Therapy Approach Targeting

CCL22’s Binding To CCR4 By Aisha Weththasingha

Abstract
Inflammation and lesional skin in patients with atopic dermatitis results from an

inflammatory pathway and chemotactic signaling. Inflammation is stimulated by T helper 2
(Th2) cells, a type of T lymphocyte, that produce and activate certain cytokines. Inflammation is
further developed and intensified by the presence of chemokines such as C-C motif chemokine
ligand 22 (CCL22) and C-C motif chemokine ligand 17 (CCL17) binding to their receptor, C-C
motif chemokine receptor 4 (CCR4). Once bound, these chemokines direct inflammatory
cytokines to existing sites of inflammation, further developing and intensifying inflammation and
lesional skin.

Current treatments using monoclonal antibodies include dupilumab and tralokinumab,
both of which target interleukins. They have both shown to be effective as targeted therapies but
still fall short in a few specific areas. CCR4 inhibition has ben examined and used to create other
monoclonal antibodies such as mogamulizumab. Mogamulizumab is a monoclonal antibody that
targets CCR4 and prevents inflammation in another inflammatory disease. It has proven effective
in its design. Several other monoclonal antibodies have also been designed to target CCR4 to
treat inflammation in other inflammatory diseases in addition to atopic dermatitis. They have
proven to be efficient in relieving inflammation or inflammatory responses.

Since the inhibition of CCR4 has been shown to be effective in treating other
inflammatory diseases, it is possible that using monoclonal antibodies to bind to CCR4,
preventing CCL22 from binding, may prove to be another effective treatment for inflammation
and lesional skin in patients with atopic dermatitis.

Introduction
Atopic dermatitis, or AD, is a chronic, irritating skin disease that can affect anyone of any

age (Sroka-Tomaszewska and Trzeciak, 2021). In the United States alone, 7.3% of adults, 15%
of teens/tweens, and 24% of children ages 0-5 years have been diagnosed with atopic dermatitis
(Hadi et al., 2021). The disease can cause symptoms including itching, lesional skin,
inflammation, and being more prone to skin infections (Hadi et al., 2021). Lesional skin in atopic
dermatitis can present as rough, scaly skin. The symptoms of atopic dermatitis are caused by the
activation of certain Th2 cells, which then activate cytokines, triggering inflammation (Villani et
al., 2021). Chemokines are small proteins known for initiating the migration of other cells (Stone
et al., 2017). Specific chemokines such as CCL22 and CCL17 are involved in further stimulating
inflammation since they attract immune cells to existing sites of inflammation, subsequently
inducing inflammation (Carola et al., 2021). CCL22 and CCL17 initiate their inflammatory
action once they bind to CCR4, their only receptor. The pathway for lesional skin development
in atopic dermatitis, overall, involves Th2 cells releasing various inflammatory cytokines which
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are then directed to and accumulate at sites of lesional skin by CCR4-bound chemokines, CCL22
and CCL17 (Scheu et al., 2017).

Common treatments for atopic dermatitis include emollients, soap-free cleansers, and
corticosteroids. These topical treatments are the primary and more cost-effective treatments for
inflammation and lesional skin in patients with atopic dermatitis. Novel medications such as
crisaborole and dupilumab have also proved helpful but tend to be expensive (Frazier and
Bhardwaj, 2020). Dupilumab, in particular, is a monoclonal antibody, a personalized therapeutic
agent that mimics the immune system to target specific antigens (Malik and Ghatol, 2023).
Another monoclonal antibody treatment for atopic dermatitis is tralokinumab. Dupilumab and
tralokinumab target similar cytokines; dupilumab targets interleukin-13 (IL-13) and interleukin-4
(IL-4) while tralokinumab targets only IL-4. Dupilumab acts by binding to the receptors of IL-13
and IL-4 (D'Ippolito and Pissano, 2018). Tralokinumab binds directly to IL-13 to inhibit its
function (Wollenberg et al., 2021).

These monoclonal antibody treatments, however, have proven to fall short in a few areas.
Dupilumab, although effective on its own, has shown to work exceedingly well only when paired
with topical corticosteroids (Bruin-Weller 2021). Dupilumab has also shown to lack efficacy in
the head and neck areas (Vittrup et al., 2023). These areas where current treatments lack may
provide room for new, more effective treatments to be researched and developed.

Inflammation Pathway of Atopic Dermatitis
Inflammation in patients with atopic dermatitis begins with T-cells (Dong, 2021). T-cells,

also known as T lymphocytes, are a type of white blood cell that produce cytokines in immune
responses (Sauls et al., 2023). Th2 cells, a type of T-cell, produce cytokines such as IL-4 or
IL-13; cytokines are small proteins that regulate inflammation. However, in lesional skin in those
with atopic dermatitis, cytokines such as IL-13 and IL-4 become overexpressed and play a
multifaceted role in promoting inflammation (Napolitano et al., 2023). CCR4 is a chemokine
receptor expressed on Th2 cells (Yoshie, 2021). The binding of chemokine CCL22 to CCR4
plays a crucial role in recruiting the CCR4-expressing T-cells to sites of inflammation. Binding
of CCL22 to CCR4 results in numerous T-cells accumulating in one area, further promoting
inflammation in those with atopic dermatitis. This occurs due to CCL22 directing and signaling
interleukins to the sites of inflammation. Increased levels of CCL22 have correlated with more
intense inflammation (Seo et al., 2015). The relationship between CCR4 and CCL17, another
chemokine, is similar to that of CCR4 and CCL22. However, CCL22 has been shown to more
rapidly bind to CCR4 and to contribute more significantly to CCR4 internalization, a process that
regulates the behavior of T-cells (Mariani et al., 2004).

Current Monoclonal Antibody Treatments
Monoclonal antibodies have been used to successfully treat autoimmune diseases and

allergic reactions such as psoriasis, rheumatoid arthritis, and others (Puthenpurail et al., 2021).
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However, only a few successful monoclonal antibody treatments are currently used to treat
atopic dermatitis.

Dupilumab and tralokinumab are two of the more current and commonly used
monoclonal antibody treatments for atopic dermatitis. Dupilumab is designed to inhibit IL-4 and
IL-13 by inhibiting their receptors, the type I and type II receptors for IL-4, and type II receptor
for IL-13 (  Iwaszko 2021). By doing this, dupilumab prevents IL-4 and IL-13 from downstream
signaling and promoting inflammation (D'Ippolito and Pissano, 2018). Similarly, tralokinumab is
a monoclonal antibody that inhibits IL-13 by binding to IL-13 itself, preventing IL-13 from
interacting with receptors on its target cells (Wollenberg et al., 2021) . However, both of these
treatments are not perfect, and despite their efficacy, they still fall short in a few areas.
Dupilumab has been shown to improve most skin lesions for short-term and long-term use.
Maximal patient response was observed when dupilumab was paired with corticosteroids
(Bruin-Weller 2021). However, dupilumab has shown little efficacy in the head and neck areas
(Vittrup et al., 2023). Clinical response to tralokinumab, in a real-world setting, has shown
sometimes to be progressive and may need co-treatment with other medications (De Greef et al.,
2023).

Mogamulizumab is another monoclonal antibody that targets and binds to CCR4 and is
primarily used to treat cutaneous T-cell lymphoma. Since CCR4 is expressed on the surface of
malignant T-cells, once mogamulizumab binds to CCR4, it can release a response to eliminate
these T-cells. With the depletion of these cells, inflammation for cutaneous T-cell lymphoma is
also reduced (Watson and Marx, 2021). Since the inflammation pathway in cutaneous T-cell
lymphoma is similar to that of atopic dermatitis, it is possible that the same route of monoclonal
antibody targeting could relieve inflammation in those with atopic dermatitis. By applying this
same mechanism to the inhibition of CCL22 binding to CCR4, it is possible that lesional skin in
those with atopic dermatitis could potentially improve.

Theorizing How Monoclonal Antibodies Designed to Prevent CCL22 from Binding to
CCR4 Could Be an Additional Approach to Preventing Lesional Skin

To test whether or not monoclonal antibodies designed to target CCR4 alleviates
inflammation and lesional skin, the following experiment is proposed. Test subjects would
consist of a group of 90 BALB/c mice of ages 6-8 weeks who have chemically induced lesional
skin using hydrogel patches containing ovalbumon (OVA) and δ-toxin. In previous studies,
BALB-c mice, similarly to patients with AD, have proven to have CCL17 and CCL22 levels that
correlate with the intensity of skin lesions. Here, higher levels of CCL22 and CCL17 correlated
with more intense and severe skin lesions. These skin lesions were induced most efficiently with
hydrogel patches containing OVA and δ-toxin (Matsuo et al., 2018).

Thirty of these mice would then receive an intravenous injection of monoclonal
antibodies, another thirty would receive an intravenous injection of sterile saltwater as a positive
control group, and a third group of thirty mice would not receive any injection, remaining as the
negative control group. The two groups of mice that would receive injections would be injected

364



biweekly–once on the first day of the experiment and once again two weeks after the start of the
experiment, the half-way point of the experiment.

Over 4 weeks, there would be three variables that would be regularly examined. First,
whether or not CCL22 is bound to CCR4 would be determined using Co-immunoprecipitation
(Co-IP). Co-immunoprecipitation is a technique that allows for protein complexes to be isolated
and observed separately from a solution (Iqbal et al., 2018). Then, using ELISA, levels of IL-4
and IL-13 would be recorded weekly to observe changes in their concentration; these
concentrations are hypothesized to decrease over time (Alhajj et al., 2023). Lastly, the amount of
lesional skin would be measured twice a week using digital image analysis. The image analysis
could measure the specific amount of lesional skin on the mice through frequently taken photos
of the mice. An ANOVA test would then be used to compare the progress and difference in
lesional skin amounts between the mice that received monoclonal antibodies and the control
groups.

Conclusion
Inflammation in atopic dermatitis is stimulated by the production and activation of Th2

cells and specific inflammatory cytokines such as IL-13 or IL-4. When CCL22 and CCL17 bind
to their receptor, CCR4, inflammatory cytokines are brought to and cluster up at sites of
inflammation, furthering the development of that inflammation. As a result of this, higher levels
of CCL22 are correlated with the intensity of inflammation in those with atopic dermatitis.

Although there are existing treatments for lesional skin in atopic dermatitis, using
specifically designed monoclonal antibodies that target and bind to CCR4 may prove more
effective. By preventing CCL22 from binding to CCR4, the subsequent Th2 cell activation could
be prevented, further preventing the release of interleukins. This may significantly reduce
inflammation and lesional skin created by the release of interleukins such as IL-4 or IL-13. Since
this method targets the cause of lesional skin at the source, a monoclonal antibody therapy
targeting CCL22 binding to CCR4 may effectively reduce skin lesioning and inflammation .
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The Role of Women in STEM in WWII by Catherine Zeng

In the United States, women have long been marginalized in the public sphere. Even
when they contributed to historical events, such as the American Civil War, or World War I, their
involvements were regarded as restrained in the homefront or private sphere. However, during
World War II, women in the United States played far more significant and visible roles. This
paper takes a particular look at their contributions to unprecedented scientific breakthroughs,
which derived from the political atmosphere in the 1920s and led to an increase in women’s
participation in STEM-related employment opportunities afterward.

Throughout history, women have always been portrayed as the emotional support for
men. This became a social standard that was abnormal to break. The transition into the twentieth
century was no different. It brought many pre-existing gender norms that had been normalized
for millennia into the next century. Prevailing social policies for women in the early twentieth
century included the idea that women should only have jobs undesired by men or none at all. It
was a standard theory that women from the middle or upper class should not work as it
symbolized being from “low social status.” Women from wealthier socioeconomic classes
believed that they were simply “above” working. However, for those who did have jobs during
the 1930s, many policies barred married women from the workforce and fired newly married
women to enforce these gender norms. Likewise, another custom that rose to popularity during
the Great Depression was the idea that women should give up their jobs to unemployed men.
This contributed to modern ideals concerning fragile masculinity, as it would be “unmanly” for a
man to lose his job to a woman. With such historical contexts, women in the nineteenth century
experienced another surge of ideologies that emerged from the 1770s, such as the Cult of
Domesticity and Republican Motherhood, which revolved around the importance of women
staying in the private sphere to educate their children on Republican ideals. These doctrines also
enforced the idea that women should only be educated enough to pass on Republican ideals and
for this purpose only. Up until the 1940s, these principles dominated the public sphere. WWII
eroded values that constrained the employment of married women, abolishing most of the
previously mentioned policies. This was largely due to the large-scale demand for homefront
mobilization during the war, which stunted a gradual trajectory of increased rates of women’s
employment. Not only did the war prove that women were capable of performing well in jobs
outside the “pink collar” workforce (industries considered to be “women’s work”), but it also
gave them the opportunity to succeed in these positions and change the perceptions of many.

The women’s suffrage movement of the 1920s paved the way for women to receive
higher education and work in public service. The ratification of the Nineteenth Amendment in
1920 which granted women the right to vote also symbolized the success of the women’s
suffrage movement. This accomplishment sparked nationwide political reform and social change,
especially in education and employment opportunities. The suffragist movement laid the
groundwork for women hoping to achieve an education in science, technology, engineering, or
mathematics (STEM) through the establishment of more schools and higher monetary allotments
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for public education, furthering the literacy of the upcoming generation that would heavily
impact WWII. By educationally preparing them for potential discoveries and new advancements,
this generation of women would directly develop our nation’s technology.

The scale and mobilization efforts of WWII were unparalleled by previous wars as it is
generally regarded as the first modern war due to its wide usage of mechanical weapons and
airpower. WWII gave rise to the increase in women’s employment during and following the war
as the extreme demands of WWII caused women to fill many roles that were previously
considered “jobs for men.” Women’s achievements during WWII demolished the myth that
women were not as rational or intelligent as men, instead, it proved that they were just as capable
when given the chance. While most women took up jobs on the “home front”, such as the
manufacturing industry, many female intellectuals also played parts in technological and military
aspects of the war. The increased involvement of women in the labor force during WWII made
their accomplishments more unique which diversified their job opportunities after the war. While
women’s participation in WWII was revolutionary, it did not have an immediate impact on
women’s employment, instead, the impact was more prominent long term. WWII did not
completely change the standard for gender stereotypes and most returned to their familiarized
outlooks after the war, forcing some women out of the job industry to create room for returning
veterans. Despite this temporary deviation, women’s employment rates continued to grow in the
decades after WWII, showing the gradual legacy of the war mobilization. With new social
perceptions of women’s capability, the women’s rights movement in the 1960s became
increasingly proactive, calling for equal employment opportunity and equal pay.

An increase in women's education after the women's suffrage movement allowed more
women to receive an education in science and engineering, thus qualifying them for more
advanced positions, especially in STEM fields. Specifically, the women’s suffrage movement of
the 1920s profoundly impacted the education of the younger generation: more children stayed in
school. According to a curated article by Giving Compass, a study made by Na’ama Shenhav,
Esra Kose, and Elira Kuka digitized local school enrollment and school-spending figures from
the early twentieth century for more than five hundred U.S. cities with populations of at least
10,000. Through this study, they discovered that on average, suffrage increased spending on local
education by 9% and was correlated with a rise in school enrollment (Wong, par. 4). As
expenditures and the number of students pursuing and staying in higher learning increased, the
population as a whole experienced higher rates of literacy and was more well-educated.
Likewise, as priorities and monetary funds shifted towards educating younger generations, this
naturally set students up for brighter futures that allowed them to qualify for and, as a result,
receive more job opportunities for advanced positions. This was a first step in the right direction
towards more careers in STEM, which was further promoted by Ana Roqué de Duprey’s work in
Puerto Rico. In the early twentieth century, Duprey, an educator and women’s suffragist, founded
many girls-only schools and the College of Mayagüez, which later became the University of
Puerto Rico campus. The foundation of schools for women enabled more women to receive
degrees in STEM fields. This naturally led to both social and economic development as women
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could qualify for better job opportunities to contribute to the household income and step out of
the private sphere. It also exemplifies women's competence because they proved that they could
become successful whilst studying these advanced topics previously thought of as “only for
men.” By setting up girls-only schools, Duprey’s dedication to public education has allowed
aspiring female scholars to pursue higher education in a space where any possible prejudices and
competition against male students for resources were eliminated. Duprey’s legacy was effective
in closing the social gap that was widely perceived as educational differences between the two
genders. Likewise, Katherine Johnson, one of the most notable women in STEM, was an
African-American space scientist and mathematician who furthered and modeled educational
values supporting women in scientific fields. Her invaluable contribution to NASA during her
33-year career included major advancements for the United States during the Space Race against
Russia in the 1960s and 70s. Johnson was responsible for calculating trajectories for Alan
Shepard and the Apollo 11 flight, paving the way for him as the first American in space.
Moreover, the recent production of the movie Hidden Figures portrays the work experiences of
Katherine Johnson, Dorothy Vaughan, and Mary Jackson, three African American women who
worked at NASA during a period of prevailing racial and gender discrimination. This movie in
particular highlights the progression of the three women’s positions in the workplace over time
as officials at their NASA headquarters started to overlook social conformities because of their
diligent job performances and tenacity. As they climbed work titles, these three women laid the
groundwork so that future women, specifically women of color, could reach the pinnacle of
professionalism in scientific industries without being hindered by any unjust prejudices.

While the increase in women’s access to STEM education prepared women in the 1940s
to take on advanced jobs, the scale of WWII, being the first modern warfare, gave women
opportunities to contribute beyond the traditional homefront. Due to the breadth of WWII, the
U.S. required mass participation in the war which effectively increased home front production
efficiency. With a majority of working men leaving their jobs to join the armed forces, women
were finally allowed and even encouraged to step up to fill these roles, as marked by the increase
in propaganda promoting women to join the war effort. More specifically, a substantial number
of women became factory workers to support the United States’ participation in WWII. This is
exemplified through the work of the Calutron Girls, a group of recent high school graduates
recruited by the Tennessee Eastman Company during wartime labor shortages to operate calutron
spectrometers. These machines used electromagnetic separation to isolate uranium that was used
to produce the first nuclear bombs during WWII. Notably, the enriched uranium produced by the
Calutron Girls was used in ‘Little Boy’, the atomic bomb dropped on Hiroshima, Japan near the
end of the war. The combined efforts of the Calutron Girls were critical to the industrialization of
the United States during WWII, and their involvement represented just a fraction of all women
who worked hazardous jobs to sustain America through the war. This disproved the common
social perception of women only being able to work “pink-collar” because the Calutron Girls
proved that women were capable of working jobs, even dangerous ones. Similarly, the
Aluminum Company of America’s factory plant (ALCOA) in Knoxville, Tennessee produced
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34% of the country’s aluminum supply, a resource essential for the production of airplanes.
While men still worked at this factory, women were the ones who made the plant as successful as
it was. Despite the co-ed employment, the addition of women in the ALCOA factory contributed
to the successful outcome of the plant, which accentuated the difference that women made in the
workforce, boosting America’s production power in the war. The ALCOA plant’s success
solidified the idea that women could perform their jobs as proficiently as men, helping lift some
of the prevailing gender stereotypes of the time.

Women’s scientific contribution to the U.S. extends beyond the manufacturing side. The
legacy of Florence Rena Sabin furthered these feminist ideologies through her Sabin program, a
series of new health laws made to create reform for Colorado’s poor funding and lack of properly
certified staff. Her advocacy worked to help Colorado recover from WWII and enable other
aspiring female physicians. She was one of many firsts: the first woman accepted to Rockefeller
Institute, the first female faculty member at Johns Hopkins University, and the first woman
elected to the National Academy of Sciences membership. However, these accomplishments did
not come without hardships--in this case, workplace misogyny. On multiple occasions, her
less-experienced male coworkers were chosen for promotions over her, an unfortunately
common circumstance that still happens in modern workplaces. Her grit and eventual success
paved the path for future women seeking careers in the biomedical field and all STEM fields.
Although a stepping stone in American history, her achievements were important milestones for
women’s history, expanding society’s perceived capabilities of women in the workforce. These
effects were echoed in the 1940s when the United States experienced the largest proportional
increase in female employment across the century. Since the agricultural industry served as the
backbone that sustained the U.S. through WWII, states with lower percentages of farmers had
higher mobilization rates during the war, meaning that more men left work to serve. This opened
doors for women to join or be part of the workforce, creating a demand for jobs that were
emptied because of the war. As a result, women temporarily took the place of men in the
workforce, and the war proved to employers that women could perform just as well when placed
on equal pedestals.

While many believe that women’s main contribution to the war was their mobilization of
the homefront, this is an underestimation: women have also played decisive roles in the war
itself. They were often the brains behind modern technologies that revolutionized the war. In
particular, Leona Woods Marshall Libby worked as one of the main physicists on the Manhattan
Project, a program created from 1942 to 1945 to develop the first nuclear weapons. Libby was
the only female scientist on the team, and she is credited as the only woman who created the
Chicago Pile, which served as the world’s first nuclear reactor and the basis for the
aforementioned first atomic bomb, ‘Little Boy.’ Her work on the Manhattan Project was a
game-changer for the Allied Powers as the atomic bombs dropped on Hiroshima and Nagasaki
played a determinant role in the Japanese surrender, officially concluding WWII. Libby’s
scientific discoveries functioned as a legacy for increasingly advanced technologies, but most
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importantly, set a precedent for the inclusion of women in these momentous projects that directly
shaped history.

Comparably, the Women’s Army Corps started as an auxiliary for other U.S. armed
forces during the war effort. Despite the majority of Congress objecting to the formation of a
Women’s Reserve, Marine Lieutenant General Holland M. Smith argued that women Marines
should be stationed at Pearl Harbor to release men for overseas deployment. The two officers and
Navy Secretary James V. Forrestal informed Congress that Hawaii needed 5,000 female naval
soldiers. The demand for women’s involvement in the war led to the sanction of a new
legislation on September 27, 1944: Public Law 441, 78th Congress, which authorized the
establishment of Women Accepted for Volunteer Emergency Service (WAVES) and the United
States Coast Guard Women’s Reserve (SPARS). The law also allowed members of the Women’s
Reserve to be assigned duty in areas of the continental United States. The passage of this law
allowed for the distribution of 21 officers and 366 enlisted Women Reservists in Ewa, Hawaii,
where the women’s reserves ran a motor transport section that served almost 16,000 individuals
each month. These women provided first-hand assistance to the U.S. Navy during WWII,
working beyond the home front and directly in active military spaces. These efforts were
effective in proving the need for women’s involvement in the war and their subsequent success in
stepping up for these roles. Moreover, the actions of the Women’s Reserves sidestepped the
conventional gender stereotypes that condemned women who served, increasing the diversity in
war-related roles.

In particular, Admiral Grace Murray Hopper was one of the Naval Reserve Officers who
benefited from the passage of Public Law 441. Although not on the front lines of the war, she
worked on the Harvard Mark IV computer in 1944 under the guidance of Howard Aiken,
becoming his most valued researcher on the programming team. The computer was completed in
1952 and was used significantly in the U.S. Air Force, a feat that supported the progression of
America’s aviation future. Before these accomplishments, women were used as computers to
help develop bomb trajectory tables. However, Hopper aided in transforming the meaning of the
term “computers” from standing for “mathematically adept women working in statistics and
data” to physical machines that did the same work. Her efforts helped replace the tedious manual
labor and social degradation that came with correlating women to these roles. Hopper’s legacy
also includes the Grace Hopper Celebration, a driving force behind today’s Women In
Technology movement and the largest gathering of female and non-binary identifying
technologists. Its annual job fair, still relevant today, offers women more opportunities to be
hired by STEM corporations, promoting gender equality in a predominantly male industry.
Ultimately, these women refuted the previously existing stereotype that women only contributed
through the home front and that women were limited in their support for the war effort. While
this may have been true for other wars, WWII contrasted with those wars as it enabled women to
play intellectual roles in the advancement of war mechanization and provide immediate
assistance on the battlefront.
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While it is evident that women’s employment rates skyrocketed during WWII, the
long-term effect was not as dramatic as many employers reinstated former values following the
war. With the return of men who had come back from serving in the army, the job applicant pool
was enlarged and employment prioritization and opportunities were relinquished back to men.
Half of the women drawn into the workforce through WWII left in 1950 and female auxiliaries
for the military were no longer needed after the war. The demobilization procedures that
followed WWII called for mandatory resignation or discharge of all women’s reserves, including
officers and active members, by September 1, 1946. Commanding officers would release women
from their stations and disband units with strengths below 100. However, resistance and
reconsideration in the middle of the drive prompted decisions that invited 300 women and 12
officers to stay to form a new unit: Company E, 1st Headquarters Battalion, U.S. Marine Corps.
The continuation of women in the armed forces demonstrated the overall growth of women’s
employment throughout the 1940s, signaling that there was still a substantial increase despite
slowed progression. Furthermore, policies that had previously prohibited married women from
working became outdated, and the proportion of women in the workforce grew significantly in
the latter half of the twentieth century. Specifically, 18 million female workers took up
approximately 30% of the entire workforce in 1950. In 2000, this number increased to 66 million
female workers representing 47% of the workforce, a more leveled job distribution between the
sexes. These statistics of working women reflected women’s contribution to the flourishing of
wealth in the 1950s as their saved wages helped cover down payments on houses and other
installments towards household necessities. In the two decades after WWII, the U.S. economy
experienced major developments including productivity increases, higher standards of living, and
accelerated growth in college enrollments--a direct result of women joining the workforce.
However, the impacts of women’s employment extended even beyond the 1960s as economic
growth stimulated higher demands for labor that occurred simultaneously with major social
reforms like the civil rights movement, the equal opportunity and pay movement, and the
women’s rights movement. The effects of these reforms would be recycled back into women of
the next generation as they created more hospital conditions for women in the public sphere.

Overall, women’s participation in WWII has constructed a sustainable string of beneficial
outcomes for both the social and economic atmospheres of the United States. Throughout the
war, women scientists, mechanics, and workers contributed to the American and Allied victory
in unprecedented ways. Following the war, more employers were willing to hire women after
seeing that their professionalism was at par with their male counterparts, a stimulus for the rise in
women’s employment in the 1950s. Despite a temporary call for women to return to the family in
the late 1950s and 60s, women in the U.S. continued to showcase their strength and break glass
ceilings at work. Without the efforts of pioneering women in the 1940s, women today may still
be the underrepresented minority that they were a century before. Women’s influences were
revolutionary at the time, but are even more relevant in the long term.
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The Influence of User-Generated Content on Brand Perception in Social Media Shopping -
Cross-Cultural Analysis by Gretel Garcia

Abstract
Recognizing how user-generated content (UGC) affects customer behavior is essential for

companies looking to improve their marketing approaches. By comprehending the impact of
user-generated content (UGC) on brand perception and purchase decisions, businesses can tailor
their methods to engagement and content to better connect with their target audience. This
research examines the traits of influencers—such as their ethnic backgrounds—that help to mold
the perceptions of consumers and the identity of brands. In general, the objective is to produce
insightful information about how influencers affect online shopping in diverse cultural contexts.
Businesses can create more impactful and culturally sensitive marketing strategies that improve
client engagement and loyalty by examining these factors.

1 Introduction
This research explores how consumer views of brands are shaped by user-generated

content (UGC) when purchasing products on social media. It investigates how different types of
UGC, including reviews, testimonials, and user-generated visual content, affect consumers'
perceptions of brands, especially in light of their varied cultural origins. The goal of the study is
to use cross-cultural analysis to find patterns and insights about how UGC influences brand
perception in various cultural contexts. These findings will have important ramifications for
brands that want to use UGC to their advantage in global social media marketing campaigns.

Understanding how user generated content influences consumer behavior is crucial for
businesses looking to optimize their marketing strategies. The importance of this lies in
understanding how different cultural contexts impact the effectiveness of user-generated content
in shaping brand perceptions. This insight can help brands tailor their social media strategies to
diverse audiences, ensuring that UGC resonates appropriately across various cultural segments,
ultimately enhancing brand engagement and loyalty both globally and locally. Analyzing
cross-cultural responses to UGC helps brands identify what works best in different regions. This
can lead to more positive brand perceptions as companies align their content with the cultural
expectations and preferences of their audience, reducing the risk of cultural insensitivity or
miscommunication.

In this paper, we will define and describe key concepts such as social media, influencers,
user-generated content, and influencer marketing. These concepts encompass subcategories,
including influencer categories based on the number of followers, type of content, and industry
niche. We address several critical questions related to influencer marketing, including the
circumstances under which brands need to consider the cultural background of an influencer and
how this background contributes to the success of an influencer campaign.

Additionally, we will explore what cultural background encompasses, such as ethnicity,
experiences, socio-economic background, gender, and traditions. Furthermore, we will examine
the types of influencer characteristics that are crucial for building brand identity, how influencers
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can help shape a brand's image, and the importance of brand identity itself. We will also discuss
strategies brands can use to positively influence consumer perceptions, the different types of
consumer perceptions and behaviors, and why these perceptions are vital in influencer
marketing. Through this exploration, we aim to provide a comprehensive understanding of the
interplay between influencers, brand identity, and consumer perception.

Research Question
In what ways do influencers shape consumer perceptions and how does their cultural

background play a role in building brand identity?

2 Descriptions and definitions of main concepts - Background
Social media has grown exponentially over the past two decades, revolutionizing how

people communicate, share information, and interact online. This growth has been fueled by
widespread internet use, smartphone adoption, and the rapidly growing advances in technology.
Social networking has transcended national borders by connecting users from every corner of the
globe (Beaulac). Platforms such as Instagram, Facebook, Twitter, Snapchat have billions of
active users, making them powerful tools for communication and information distribution on a
global scale. Social media has shifted traditional marketing strategies by offering brands direct
access to its audiences and consumers (Chacko).

UGC refers to any form of content, such as text, images, videos or reviews that are
created and shared by users in online platforms, rather than by the platform or the brand itself
(dos Santos). Individuals, customers, or fans who voluntarily submit content based on their
experiences, viewpoints, or interests are the source of UGC, which is frequently regarded as
more authentic and trustworthy than branded content produced by businesses. Positive UGC can
enhance brand reputation and credibility, attracting new customers and fostering loyalty among
existing ones (Mailchimp).

Social media influencers are individuals who have established credibility and expertise in
a particular subject area. They consistently share content related to their expertise across various
social media platforms, attracting sizable and dedicated followings of interested and engaged
individuals (Geyser). An influencer possesses the capability to affect purchasing decisions of
others through their authority, expertise, and position with their audience. Influencers share their
personal experiences, opinions on products, services, and brands which resonate with their
followers. Consumers engage with their content through likes, comments, shares, and other
interactions. These influencers can be categorized as opinion leaders (i.e., people that can change
consumer perceptions) that communicate through a sizable number of followers (Geyser).

Influencer marketing is an approach through which social media users collaborate with
brands to promote the brands' products or services (McKinsey). In 2023, the influencer
marketing economy was valued at $21.1 billion (McKinsey). Influencers can be compensated
through various forms. For example, an influencer who promotes a product or service receives a
set amount per post, which refers to a brand exchange. Another way influencers earn revenue is
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by receiving payments whenever a consumer clicks on a specific link or utilizes a promotional
code. Companies' interest in influencers has increased because it works for them effectively. A
McKinsey 2014 survey indicated that influencers impact consumer purchasing decisions. More
recently, “in 2022, an analysis of more than 2,000 influencer marketing posts found that the
strategy does yield a positive ROI for brands.” (McKinsey). Return on investment (ROI) is used
to compare the effectiveness of several distinct investments or assess how profitable or efficient
an investment is (Fernando). The primary distinguishing factor of influencer marketing is its ROI
when compared to other digital marketing strategies. Influencer marketing boasts an ROI that is
11 times higher than alternative digital media approaches (WebFX).

2.1 Influencer Categories
Influencers can be categorized based on their number of followers, types of content, and

specific niche. Within these classifications, there are subcategories. For instance, when
categorizing influencers based on their number of followers, they are typically grouped into four
categories: Mega-influencers, Macro-influencers, Micro-influencers, and Nano-influencers
(Geyser). Macro influencers are typically more useful for businesses embracing influencer
marketing due to the fact that they are more accessible for brands while being more cost effective
compared to Mega-influencers. When analyzing how influencers are arranged by their types of
content they fall in one or more of these groups: bloggers, youtubers, podcasters, and social posts
only. Bloggers tend to have a genuine and active relationship with their followers. This is why
brands value social media influencers for their ability to shape trends and motivate their
followers to purchase products they endorse (Geyser).
2.1.1 Number of followers

When analyzing the number of followers, influencers typically fall into four distinct
categories. High-profile influencers, often termed mega-influencers, are often celebrities and
boast extensive bases of followers. With a broad and diverse reach spanning international
audiences, these influencers swiftly amplify product awareness. Consequently, brands gravitate
towards them, despite encountering hurdles in securing brand deals due to their high demand and
the substantial fees they command for sponsored posts, vlogs, or videos (Alzakhravi).
Mega-influencers may have an impressive following, and studies show that as their number of
followers rises, so does engagement. More precisely, the engagement rate for Instagram
influencers with more than 10 million followers is 1.6 percent (Sanders).

Following mega-influencers, the next tier often comprises macro-influencers, which
typically rise to fame due to their expertise and credibility within a specific industry and have
around 200,000 to 500,000 followers (Alzakhravi). They establish authentic connections with
their audience, fostering genuine engagement. These influencers are often sought after by brands
with substantial marketing budgets, recognizing the potential for impactful collaborations.

After macro-influencers, the next tier typically includes micro-influencers, who typically
have between 10,000 and 100,000 followers. Despite possessing a significant following, they
remain genuine with their audience, earning a reputation for competence and credibility
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(Alzakhravi). Because of their coveted status, companies looking for the best return on
investment choose them because they can reach a sizable audience at a relatively cheaper cost
than other influencers. Concentrating on micro influencers proves advantageous for companies
operating on smaller budgets. By engaging with multiple micro influencers instead of a single
macro influencer, businesses can achieve comparable audience reach while optimizing their
spending on advertisements (Indeed). Although the content produced by micro influencers
frequently has a more genuine feel to it than postings from macro or mega influencers, it
frequently lacks the polished appearance. Depending on the distinctive business goals of the
brand, this authenticity component may have a major effect on how well its influencer marketing
campaigns work (Sanders).

Finally, Nano-influencers generally have between 1,000 and 10,000 followers. With a
particular emphasis on specialized fields, they are exceptional at building incredibly strong
bonds with their audience. Their followers engage with them authentically because they trust
their knowledge, thereby engendering efficacy in influencer marketing strategies (Beichert et
al.). For small to medium-sized enterprises, this type of influencer offers a great chance as a
more affordable option than those with larger fan bases. Furthermore, nano-influencers may
sometimes work together for free, realizing that both parties stand to gain from growing their
following and helping companies improve their online visibility (Alzakhravi).

2.1.2 Type of content
Influencers frequently show preferences regarding different campaign types and content

formats; some are more inclined to create a wide variety of content, while others specialize in
specific ones. Because of the tiered structure of this diversity, influencers can align with
companies in a variety of ways. These could include sponsored posts, in which influencers
openly promote products on social media sites like X (Twitter), Instagram, and YouTube, as well
as reviews or recommendations, in which they provide their followers frank feedback (Puylaert).
Influencers can also produce tutorials or how-to guides that show off how to use products,
participate in product unpacking videos to express their first thoughts, or work together on
giveaways and contests to increase interaction.

Product promotion might take the form of special discounts, shout-outs, and guest posts
on blogs, vlogs, or podcasts to improve brand relatability. Influencers can communicate directly
with audiences through “Ask Me Anything” (AMA) or Q&A sessions, while account takeovers
give influencers temporary authority over a brand's social media accounts in order to create
content. In the final category, brand ambassadors promote entire companies and goods,
frequently through product placements or sponsored content. To achieve campaign goals,
companies have a variety of payment structures, including as retainers, monthly payments, and
one-time costs (Puylaert).

2.1.3. Niche and industry

379

https://paperpile.com/c/xEF5R0/FxJe
https://paperpile.com/c/xEF5R0/MorX
https://paperpile.com/c/xEF5R0/ElYa
https://paperpile.com/c/xEF5R0/ElYa
https://paperpile.com/c/xEF5R0/FxJe
https://paperpile.com/c/xEF5R0/Pzsd
https://paperpile.com/c/xEF5R0/Pzsd


Influencers span various industries and niches, including food, health and wellness,
fashion, lifestyle, memes and pop culture, travel, family, gaming, animals, and beauty.
Influencers in various fields are experts at developing material specific to their niche markets
(Puylaert ; Worb). Food influencers showcase their meals and dining experiences while sharing
recipes, cooking advice, and culinary experiences. Influencers in the health and wellness arena
provide knowledge on subjects including diet, exercise, mental health, and general wellbeing
with the goal of enlightening and motivating their audience. Fashion influencers provide product
suggestions and outfit ideas while showing the latest trends in apparel, accessories, and style.
Lifestyle influencers emphasize relatability and authenticity by documenting everyday activities
such as travel, hobbies, and personal interests (Santora). Influencers that cover pop culture and
memes produce fun material that revolves around celebrities, TV series, movies, and memes.
Influencers in travel encourage individuals to explore the world by sharing their experiences,
recommendations, and travel advice. Family influencers give advice and personal experiences to
their audience while emphasizing discussion of parenting, family relations, and related subjects.
Influencers in the gaming industry that focus on video games include those that stream, review,
and talk about the culture surrounding gaming (Santora). Animal influencers focus on pets and
other animals, and they share details of their daily life to build rapport with their audience
(Girlboss). Lastly, beauty influencers produce content about skincare, makeup, and beauty goods
and provide reviews, videos, and advice on how to improve beauty regimens.

3. How should brands choose influencers?
Businesses should follow a systematic approach involving five key steps when selecting

influencers (Wiley). Firstly, they should establish campaign goals and requirements to provide a
clear direction. Then, they should compile a list of influencers whose content and audience
demographics align with these objectives. Next, they should assess the engagement rates of these
influencers to ensure effective audience interaction. Subsequently, they should verify that the
selected influencers are relevant to their brand's offerings and target market (YEC). Finally, they
should prioritize influencers who not only share the brand's values but also exhibit authenticity in
their content, fostering genuine connections with their audience (Jovicic). While following this
five-step process, brands need to consider two key factors when determining ideal influencers:
reach and niche (YEC). Reach provides information about total audience size and engagement
levels by including both direct followers and indirect interaction through social media's
exploration and discovery aspects. On the other hand, niche marketing focuses on reaching
influencers in certain fields of expertise (YEC).

Businesses seeking to partner with influencers can streamline the process of identifying
an influencer. For example, utilizing branded hashtags can aid in locating creators already
engaging with the brand or its products (Jovicic). Furthermore, exploring industry-relevant
hashtags provides a channel to discover influencers actively discussing topics pertinent to the
business's niche (YEC). Thirdly, conducting Google searches allows for the identification of
influencers with a notable online presence beyond social media platforms. Additionally,
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monitoring brand mentions across various social media channels can unveil potential influencers
already discussing the brand (Jovicic). Employing keyword research facilitates the discovery of
influencers creating content aligned with the business's niche. Lastly, following bloggers,
podcasters, and other creators across different content platforms enables businesses to identify
individuals whose values and audience align with their own (Jovicic).

For businesses to effectively choose the right influencers, they must have a clear
understanding of their desired objectives. These objectives could include increasing brand
awareness, creating engaging content, driving sales or app downloads, or expanding their
newsletter subscribers or social media followers (Author G). Companies consider multiple
criteria when selecting influencers (YEC). It's crucial for businesses to collaborate with
influencers who are a good fit for their brand, envisioning them effectively promoting the
company's goods and services to their audience (Jovicic). An influencer aligned with a brand will
likely have an audience interested in purchasing the company's products. Additionally, brands
seek influencers whose values resonate with their own, fostering an authentic connection
between the influencer and the brand. Moreover, brands prioritize influencers who consistently
produce high-quality content, as this UGC reflects the brand's image. Influencers with a
consistent posting frequency often boast a loyal audience (Author G). Lastly, brands prefer
influencers who are reliable communicators, as efficient communication ensures timely
collaboration completion. In the next subsections, we discuss consumer perception, building
brand identity, and influencer cultural background in greater detail.

3.1) Consumer Perception
In influencer marketing, consumer perception is crucial, especially when it comes to the

compatibility between influencers and companies (Ramya). When influencers genuinely share a
brand's values and successfully market its goods or services, customers are more likely to see the
partnership favorably. Their perception of the influencer as a reliable source promoting goods
they sincerely believe in builds brand confidence. In addition, customers find authentic and
captivating high-quality material produced by influencers (Choudhary). Their favorable opinion
of the brand not only influences their purchases but also increases their brand loyalty. On the
other hand, poor client perception might result from inconsistent messages, low-quality content,
or misalignment between influencers and companies (Lampou). This can erode consumer trust
and possibly discourage purchase intent. Consequently, companies need to pay close attention to
customer perception when selecting influencers and crafting collaboration strategies to ensure a
favorable reception among their target audience.

There are five distinct types of consumer perceptions: brand perception and exclusivity,
preference for superior quality ("The Best"), individual cognitive patterns, personal attributes,
and social influences (Maryville University). Brands frequently incorporate symbolic
connotations in customer behavior that extend beyond their practical features. Some brands are
regarded as status symbols that represent exclusivity, luxury, or social standing (Sambuno).
Customers' choices and willingness to pay more for goods linked to prominent brands may be
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influenced by this notion (Cortes). In addition to their intrinsic quality, consumers might seek out
these brands because of the exclusivity and social cachet they have within their social circles
(Maryville University). Some items have evolved into globally recognized symbols of success.
These status markers silently but powerfully signify wealth, influence, and prestige both
domestically and internationally (Sambuno).

Customers frequently assess brands according to whether they are thought to be better
overall, in terms of quality, innovation, or value (Kirsch). Customers' preferences and purchase
decisions are influenced by their perception of a brand, since they tend to choose companies they
perceive to provide the finest goods or services available (EastHall Design). A number of factors,
such as prior encounters, advertising campaigns, and word-of-mouth referrals, can affect this
perception (Garvit). Brands that are able to effectively project an image of superiority and
excellence frequently see increases in consumer satisfaction and loyalty.

Personal experiences and cognitive processes have major influences on how consumers
behave (Maryville University). These thought processes include how people perceive data, form
opinions, and come to decisions (Blue Monarch). Customers may choose differently depending
on their situation due to a variety of preferences, prejudices, and mental shortcuts (Rose). In
order to effectively personalize their messaging and services to resonate with their target
audience, marketers must have a thorough understanding of these thought patterns.

Numerous personal factors, including gender, age, annual income, net worth, and cultural
background, may have an additional impact on consumer behavior (Bhasin). The interests,
inclinations, and buying patterns of consumers can be influenced by these variables
(Management Study Guide). Generational cohorts, for instance, could have particular brand or
product preferences, and cultural differences might affect how consumers perceive consumption
(IMARC Services Private Limited). To create tactics that appeal to their target audiences,
marketers need to consider these individual qualities.

Lastly, social influences have an immense effect on how consumers behave and make
decisions. Social standards, peer groups, familial dynamics, and cultural trends are only a few
examples of the many influences that fall under the broad category of social variables (Maryville
University). Peer pressures may cause consumers to modify their tastes and habits in an effort to
fit in or stand out from the others in their social circles (Niosi). Furthermore, social networks and
interpersonal connections have the power to significantly influence the attitudes, preferences,
and purchase decisions of consumers (Dahl). It is imperative for marketers to comprehend these
social dynamics in order to formulate tactics that efficiently utilize social influence.

Brands can effectively shape consumer perceptions by implementing four strategies:
highlighting the value proposition, building brand trust and credibility, leveraging emotional
connection, and using specific pricing strategies (Weatherwax). Emphasizing value propositions
includes effectively meeting customer needs and outlining their product’s distinct advantages of
features, which can positively influence consumer attitudes. Putting an emphasis on meeting
needs and going above and beyond builds loyalty and trust, particularly in a time when value is
valued above all else (Tlapek).
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Furthermore, brands can establish credibility and trust by keeping their word about
product features and marketing. In order to further favorably shape customer opinions, brands
can also collaborate with influencers or industry experts to benefit from their credibility and
build brand reputation (Weatherwax). When leveraging emotional connection, brands can
develop a stronger emotional connection with their audience by narrating captivating brand
stories that arouse favorable feelings in them (Rebeccalee). Creating a feeling of community also
improves brand loyalty and fortifies emotional bonds, making a lasting effect on customers.
Finally, brands should focus on implementing strategies for pricing (My Digital CMO). For
example, putting value-based pricing into practice and modifying prices in response to demand
are crucial strategies for improving customer perceptions. In order to address consumer
requirements during difficult economic times, brands can demonstrate their responsiveness to
market trends and consumer preferences by providing economy sizes or other value-driven
solutions (Kucher). Brands being able to understand public perception is crucial for building a
thriving business. This insight empowers companies to refine brand identity, craft influential
marketing initiatives, and adapt promptly to changes in consumer sentiment (Kirsch).

3.2) Building brand identity
Brand identity encompasses more than just visual elements like logos and colors; it also

includes a brand's personality, values, and how it's perceived by consumers (Zerkalenkov). It
distinguishes a company apart from rivals and encourages strategic and emotional relationships
with customers (Wheeler). In the end, creating a memorable brand identity is similar to writing
an engaging narrative that connects with consumers; both require consistency, audience
awareness, and careful execution (Bradshaw).

A company's brand identity is vital for setting it apart from the competition, creating a
lasting impression, and developing real relationships with its clients (Wheeler). Consumers are
drawn to experiences, stories, and affiliations above simple goods or services in today's
congested market with an abundance of options (Zerkalenkov). A strong brand identity enables a
business to tell its narrative, connect deeply with its audience, and foster loyalty and trust
(Bradshaw). People who understand a company's story and identify with its principles go beyond
being customers to become supporters of the brand, investing in the story and core of the
company rather than just its products .

Influencers are essential for developing a brand's identity since they represent the brand's
personality, values, and messaging through their content (FasterCapital). Influencers can
reinforce brand identification by effectively communicating the brand's story and unique selling
factors to their audience through strategic partnerships and collaborations (Davids). Influencers
contribute to the development of a unified and genuine brand image that appeals to customers by
continuously coordinating their personal brand with the company's (Maren).

Brands should concentrate on several essential influencer characteristics in order to use
influencer marketing to successfully establish brand identity. These include authenticity,
consistency, target audience alignment, storytelling abilities, and trust and credibility
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(FasterCapital). Establishing a true connection with the target audience through influencers who
genuinely share the brand's values and views helps strengthen the brand's identity (Marq).
Additionally, reinforcing brand identity and establishing a unified brand experience for the
audience requires maintaining consistency in messaging, visual aesthetics, and tone of voice
throughout various influencer engagements.

In addition, it's critical to select influencers whose interests, preferences, and
demographics match those of the brand's target market (Influence Hunter). This alignment
guarantees that the brand message is effectively communicated and that the audience finds it
appealing. Moreover, strong narrative abilities in influencers can be used to produce captivating
content that draws viewers in. Brands may successfully communicate their beliefs and unique
selling points by utilizing influencers' storytelling skills. Working with influencers that genuinely
connect with their audience and have a history of producing quality content can help the
company gain credibility and trust (Armenteras).

3.3) Cultural background of influencers
The term "cultural background" refers to a broad variety of characteristics, such as

gender, experiences, ethnicity, and socioeconomic status (Hunt). These factors mold people's
actions, values, and beliefs, which in turn affect what they buy. For example, based on religion,
age, geography, and status-related subcultures, cultural variables influence preferences for
clothes, food, and even color (Management Study Guide). Consumer behavior and tastes are
greatly influenced by this cultural background, which directs their purchasing decisions.
Incorporating these cultural influences into marketing strategies is essential for effectively
engaging diverse audiences and maximizing market potential (Hunt).

The influencer’s cultural background plays a crucial role in the success of an influencer
campaign through shared cultural themes, nostalgia, credibility, targeted campaigns for specific
cultures, relatability and representation, as well as understanding cultural nuances and
preferences. Influencers have the ability to capitalize on persistent cultural themes and
sentimental episodes that extend through specific age groups and ethnicities. They can establish a
more robust emotional bond with a broader audience by arousing pleasant emotions and common
experiences (Wiley). Moreover, content creators who are culturally compatible with their target
audience have a greater chance of earning the trust and engagement of consumers (Hill). An
influencer's perceived authority and credibility on culturally related topics may increase when
their cultural identity is congruent with the culture of their audience (Wang).

Furthermore, influencers may employ their own cultural heritage to their advantage by
developing ads that speak to particular audience segments. Brand ambassadors who are from
similar cultural backgrounds to their target audience, for instance, can provide material that
appeals to shared customs, values, and preferences (Wiley). Seeing influencers who share their
cultural background can make consumers feel more represented and able to relate to the content.
This representation can lead to higher engagement and a stronger connection with the brand
(Hill).
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Brands need to consider the cultural background of an influencer when aiming to build
authentic connections with consumers, ensure alignment with target audience values, execute
localized campaigns effectively, navigate cultural nuances, and foster trust and credibility in
diverse markets (Punjab). In order to guarantee authenticity and resonance in the influencer's
content and messaging with the target audience, brands concentrating on certain cultural markets
or segments should select influencers whose backgrounds correspond with those cultures
(FasterCapital). Additionally, certain industries or products may be more sensitive to cultural
differences in values, beliefs, and norms (Punjab). In these cases, brands should choose
influencers who deeply understand the cultural context and can navigate it appropriately
(Čechová). Finally, language and communication patterns used in different cultures can have an
impact on how effective influencer marketing is. Targeting culturally diverse audiences requires
brands to take the influencer's communication style and language proficiency into account
(Punjab).

To be able to effectively market to various audiences, brands must have a thorough
understanding of cultural subtleties and preferences. In order to traverse these difficulties and
produce more relevant and effective advertisements, marketers can work with influencers that
have a thorough understanding of the cultural context (Constantinides). The cultural background
of an influencer is crucial for certain types of brands and products, thanks to the benefits
discussed above.

4) Conclusion
This review emphasizes the significant connection that exists between UGC and brand

impression, especially when it comes to the influencers' cultural backgrounds. UGC's ability to
influence brand views varies greatly depending on the cultural setting. Influencers that are
culturally similar to their target audience are more likely to provide relatable and genuine
content, which raises brand loyalty and engagement. It is crucial for brands to comprehend and
take advantage of these cultural quirks as they traverse the complexity of international
marketplaces. Influencer programs that are in line with the cultural values and preferences of the
target audience help brands build closer relationships, reduce the risk of cultural insensitivity,
and produce marketing results that are lasting and more significant.

385



Works Cited
Alzakhravi, Elena. Four Types Of Social Media Influencers. 8 May 2022,

https://www.linkedin.com/pulse/four-types-social-media-influencers-olena-alzakhravi.
Beaulac, Hugh. “How to Use Social Media for Market Research.” CXL, 18 Feb. 2019,

https://cxl.com/blog/social-media-market-research/.
Beichert, Maximilian, et al. “Influencer Marketing ROI: Research Shows Influencers with

Smaller Followings Are More Cost-Effective.” American Marketing Association, 20 Feb.
2024,
https://www.ama.org/2024/02/20/influencer-marketing-roi-research-shows-influencers-with
-smaller-followings-are-more-cost-effective/.

Bhasin, Hitesh. “Personal Factors Affecting Consumer Buying Behavior.” Marketing91, 6 Aug.
2015, https://www.marketing91.com/personal-factors-affecting-consumer-buying-behavior/.

Bradshaw, Ryan. “The Importance of Brand Identity and How to Do It Right.” Apollo Technical
LLC, Apollo Technical, 20 May 2021,
https://www.apollotechnical.com/the-importance-of-brand-identity/.

Brand Personality - Brand Influencer Fit.
https://www.reachbird.io/magazine/en/brand-personality-brand-influencer-fit/. Accessed 12
May 2024.

Chacko, Annette. “8 Ways to Use Social Media for Market Research.” Sprout Social, 30 May
2023, https://sproutsocial.com/insights/social-media-market-research/.

Cultural Factors Affecting Consumer Behaviour.
https://managementstudyguide.com/cultural-factors-affecting-consumer-behaviour.htm.
Accessed 13 May 2024.

Davids, Jon. “Building Brands With Influencer Marketing.” Branding Strategy Insider, The
Blake Project, 21 Feb. 2024,
https://brandingstrategyinsider.com/building-brands-with-influencer-marketing/.

dos Santos, Marcelo Luis Barbosa. “The ‘so-Called’ UGC: An Updated Definition of
User-Generated Content in the Age of Social Media.” Online Information Review, vol. 46,
no. 1, May 2021, pp. 95–113.

“Effective Pricing Strategies in Marketing: Boost Your Business Performance.” My Digital
CMO, 9 Jan. 2024, https://mydigitalcmo.io/article/pricing-strategies-in-marketing.

Fernando, Jason. “Return on Investment (ROI): How to Calculate It and What It Means.”
Investopedia, 25 Nov. 2003, https://www.investopedia.com/terms/r/returnoninvestment.asp.

Garvit. “What Is Brand Perception, How to Measure It, and Why?” REX Marketing + Design
Inc., 28 July 2023,
https://startwithrex.com/2023/07/28/what-is-brand-perception-how-to-measure-it-and-why/.

Geyser, Werner. “What Is an Influencer? – Social Media Influencers Defined [Updated 2024].”
Influencer Marketing Hub, 14 Mar. 2017,
https://influencermarketinghub.com/what-is-an-influencer/.

Girlboss. “Dogs Are The New Beauty Influencers And They Make More Money Than You.”

386

http://paperpile.com/b/xEF5R0/FxJe
https://www.linkedin.com/pulse/four-types-social-media-influencers-olena-alzakhravi
http://paperpile.com/b/xEF5R0/FxJe
http://paperpile.com/b/xEF5R0/mzwA
https://cxl.com/blog/social-media-market-research/
http://paperpile.com/b/xEF5R0/mzwA
http://paperpile.com/b/xEF5R0/ElYa
http://paperpile.com/b/xEF5R0/ElYa
http://paperpile.com/b/xEF5R0/ElYa
https://www.ama.org/2024/02/20/influencer-marketing-roi-research-shows-influencers-with-smaller-followings-are-more-cost-effective/
https://www.ama.org/2024/02/20/influencer-marketing-roi-research-shows-influencers-with-smaller-followings-are-more-cost-effective/
http://paperpile.com/b/xEF5R0/ElYa
http://paperpile.com/b/xEF5R0/CVHB
http://paperpile.com/b/xEF5R0/CVHB
https://www.marketing91.com/personal-factors-affecting-consumer-buying-behavior/
http://paperpile.com/b/xEF5R0/CVHB
http://paperpile.com/b/xEF5R0/0Hn5
http://paperpile.com/b/xEF5R0/0Hn5
https://www.apollotechnical.com/the-importance-of-brand-identity/
http://paperpile.com/b/xEF5R0/0Hn5
http://paperpile.com/b/xEF5R0/octx
https://www.reachbird.io/magazine/en/brand-personality-brand-influencer-fit/
http://paperpile.com/b/xEF5R0/octx
http://paperpile.com/b/xEF5R0/octx
http://paperpile.com/b/xEF5R0/sMS9
http://paperpile.com/b/xEF5R0/sMS9
https://sproutsocial.com/insights/social-media-market-research/
http://paperpile.com/b/xEF5R0/sMS9
http://paperpile.com/b/xEF5R0/CWVx
https://managementstudyguide.com/cultural-factors-affecting-consumer-behaviour.htm
http://paperpile.com/b/xEF5R0/CWVx
http://paperpile.com/b/xEF5R0/CWVx
http://paperpile.com/b/xEF5R0/jefJ
http://paperpile.com/b/xEF5R0/jefJ
https://brandingstrategyinsider.com/building-brands-with-influencer-marketing/
http://paperpile.com/b/xEF5R0/jefJ
http://paperpile.com/b/xEF5R0/nejQ
http://paperpile.com/b/xEF5R0/nejQ
http://paperpile.com/b/xEF5R0/nejQ
http://paperpile.com/b/xEF5R0/KaHP
http://paperpile.com/b/xEF5R0/KaHP
https://mydigitalcmo.io/article/pricing-strategies-in-marketing
http://paperpile.com/b/xEF5R0/KaHP
http://paperpile.com/b/xEF5R0/wvFw
http://paperpile.com/b/xEF5R0/wvFw
https://www.investopedia.com/terms/r/returnoninvestment.asp
http://paperpile.com/b/xEF5R0/wvFw
http://paperpile.com/b/xEF5R0/GTLV
http://paperpile.com/b/xEF5R0/GTLV
https://startwithrex.com/2023/07/28/what-is-brand-perception-how-to-measure-it-and-why/
http://paperpile.com/b/xEF5R0/GTLV
http://paperpile.com/b/xEF5R0/oEAR
http://paperpile.com/b/xEF5R0/oEAR
https://influencermarketinghub.com/what-is-an-influencer/
http://paperpile.com/b/xEF5R0/oEAR
http://paperpile.com/b/xEF5R0/uRJr


Girlboss, 20 July 2017, https://girlboss.com/blogs/read/dog-beauty-influencers.
Hill, Steve. “The Four Key Influencers of Consumer Behaviour.” Branded Umbrellas | Custom

Umbrellas | The Umbrella Workshop, Umbrella Workshop, 4 Oct. 2021,
https://www.umbrellaworkshop.com/marketing/key-influencers-of-consumer-behaviour/.

“How to Boost Your Brand Identity with Influencer Marketing.” Marq, 14 Dec. 2022,
https://www.marq.com/blog/how-to-boost-brand-identity-influencer-marketing.

How You Can Use Influencers to Build Your Brand Identity – Influence Hunter.
https://influencehunter.com/2022/02/25/how-you-can-use-influencers-to-build-your-brand-i
dentity/. Accessed 12 May 2024.

Hunt, Janet. “Cultural Influences on Marketing Strategies.” Small Business - Chron.com,
Chron.com, 2 Oct. 2011,
https://smallbusiness.chron.com/cultural-influences-marketing-strategies-26121.html.

IMARC Services Private Limited. Understanding Generational Differences in Consumer
Behavior. 3 May 2023,
https://www.linkedin.com/pulse/understanding-generational-differences-consumer-behavior
.

joshuaweatherwax. “4 Proven Strategies to Shape How Consumers See Your Brand.” NIQ,
NielsenIQ, 12 Apr. 2024,
https://nielseniq.com/global/en/insights/education/2024/shape-how-consumers-see-your-bra
nd/.

Jovicic, Aleksandra Beka. “How to Find Influencers for Your Brand (Not Just on Instagram).”
Semrush Blog, Semrush, 10 Nov. 2023,
https://www.semrush.com/blog/how-to-find-influencers/.

Kirsch, Katrina. “What Is Brand Perception? How to Measure It and 4 Examples.” HubSpot, 5
July 2023, https://blog.hubspot.com/marketing/what-is-brand-perception#article.

Mastering Brand Strategies: Build a Strong Brand with Impact. Simon Kucher, 11 Mar. 2024,
https://www.simon-kucher.com/en/insights/mastering-brand-strategies-build-strong-brand-i
mpact.

Niosi, Andrea. “Social Influences.” Introduction to Consumer Behaviour, BCcampus, 2021.
[No Title].

https://lup.lub.lu.se/luur/download?fileOId=8971191&func=downloadFile&recordOId=897
1190. Accessed 12 May 2024.

---. https://www.diva-portal.org/smash/get/diva2:1433912/FULLTEXT01.pdf. Accessed 14 May
2024.

---. https://www.ijfmr.com/papers/2024/1/14186.pdf. Accessed 16 May 2024.
---. https://is.muni.cz/el/econ/jaro2000/SDKZ/Research_proposal__1_.pdf. Accessed 16 May

2024.
Puylaert, Annieke. “The Different Types Of Influencers: How & When To Leverage Their

Reach.” M&C Saatchi Performance, 19 Sept. 2023,
https://www.mcsaatchiperformance.com/news/the-different-types-of-influencers-how-when

387

http://paperpile.com/b/xEF5R0/uRJr
https://girlboss.com/blogs/read/dog-beauty-influencers
http://paperpile.com/b/xEF5R0/uRJr
http://paperpile.com/b/xEF5R0/INMN
http://paperpile.com/b/xEF5R0/INMN
https://www.umbrellaworkshop.com/marketing/key-influencers-of-consumer-behaviour/
http://paperpile.com/b/xEF5R0/INMN
http://paperpile.com/b/xEF5R0/ji67
https://www.marq.com/blog/how-to-boost-brand-identity-influencer-marketing
http://paperpile.com/b/xEF5R0/ji67
http://paperpile.com/b/xEF5R0/sXEy
https://influencehunter.com/2022/02/25/how-you-can-use-influencers-to-build-your-brand-identity/
https://influencehunter.com/2022/02/25/how-you-can-use-influencers-to-build-your-brand-identity/
http://paperpile.com/b/xEF5R0/sXEy
http://paperpile.com/b/xEF5R0/KOuj
http://paperpile.com/b/xEF5R0/KOuj
https://smallbusiness.chron.com/cultural-influences-marketing-strategies-26121.html
http://paperpile.com/b/xEF5R0/KOuj
http://paperpile.com/b/xEF5R0/6eZD
http://paperpile.com/b/xEF5R0/6eZD
https://www.linkedin.com/pulse/understanding-generational-differences-consumer-behavior
http://paperpile.com/b/xEF5R0/6eZD
http://paperpile.com/b/xEF5R0/GkVA
http://paperpile.com/b/xEF5R0/GkVA
https://nielseniq.com/global/en/insights/education/2024/shape-how-consumers-see-your-brand/
https://nielseniq.com/global/en/insights/education/2024/shape-how-consumers-see-your-brand/
http://paperpile.com/b/xEF5R0/GkVA
http://paperpile.com/b/xEF5R0/7TVj
http://paperpile.com/b/xEF5R0/7TVj
https://www.semrush.com/blog/how-to-find-influencers/
http://paperpile.com/b/xEF5R0/7TVj
http://paperpile.com/b/xEF5R0/hXYS
http://paperpile.com/b/xEF5R0/hXYS
https://blog.hubspot.com/marketing/what-is-brand-perception#article
http://paperpile.com/b/xEF5R0/hXYS
http://paperpile.com/b/xEF5R0/fdIa
https://www.simon-kucher.com/en/insights/mastering-brand-strategies-build-strong-brand-impact
https://www.simon-kucher.com/en/insights/mastering-brand-strategies-build-strong-brand-impact
http://paperpile.com/b/xEF5R0/fdIa
http://paperpile.com/b/xEF5R0/lcN6
http://paperpile.com/b/xEF5R0/jgor
https://lup.lub.lu.se/luur/download?fileOId=8971191&func=downloadFile&recordOId=8971190
https://lup.lub.lu.se/luur/download?fileOId=8971191&func=downloadFile&recordOId=8971190
http://paperpile.com/b/xEF5R0/jgor
http://paperpile.com/b/xEF5R0/4FHP
https://www.diva-portal.org/smash/get/diva2:1433912/FULLTEXT01.pdf
http://paperpile.com/b/xEF5R0/4FHP
http://paperpile.com/b/xEF5R0/4FHP
http://paperpile.com/b/xEF5R0/j6lf
https://www.ijfmr.com/papers/2024/1/14186.pdf
http://paperpile.com/b/xEF5R0/j6lf
http://paperpile.com/b/xEF5R0/iB4I
https://is.muni.cz/el/econ/jaro2000/SDKZ/Research_proposal__1_.pdf
http://paperpile.com/b/xEF5R0/iB4I
http://paperpile.com/b/xEF5R0/iB4I
http://paperpile.com/b/xEF5R0/Pzsd
http://paperpile.com/b/xEF5R0/Pzsd
https://www.mcsaatchiperformance.com/news/the-different-types-of-influencers-how-when-to-leverage-their-reach/


-to-leverage-their-reach/.
Ramya, J., et al. “Influencer Marketing: Evaluating The Impact Of Social Media Influencers On

Consumer Behavior.” Migration Letters, vol. 21, no. S6, Feb. 2024, pp. 1535–46.
rebeccalee. Building Trust: 5 Strategies to Boost Brand Credibility. People Development

Magazine, 31 Mar. 2024,
https://peopledevelopmentmagazine.com/2024/03/31/boost-brand-credibility/.

Rose, Jessica. What Is Cognitive Marketing? https://www.fitzmartin.com/blog/intro-to-cogmar.
Accessed 12 May 2024.

Sambuno. Beyond the Price Tag: Exploring the Symbolic Meaning and Future Trends of
Consumer Purchasing Behavior. 4 June 2023,
https://www.linkedin.com/pulse/beyond-price-tag-exploring-symbolic-meaning-future-trend
s.

Sanders, Rob. “The 5 Types of Influencers You Need to Know.” Simplilearn.com, Simplilearn,
23 Oct. 2020, https://www.simplilearn.com/types-of-influencers-article.

Santora, Jacinda. “12 Types of Influencers You Can Use to Improve Your Marketing.” Influencer
Marketing Hub, 3 Dec. 2020, https://influencermarketinghub.com/types-of-influencers/.

Tlapek, Jake. “Understanding Customer Value Proposition’s Impact On Brand Perception.”
Wizard Marketing, 22 Apr. 2024,
https://thewizard.marketing/understanding-customer-value-propositions-impact-on-brand-pe
rception/.

Website.
https://www.researchgate.net/publication/221017572_Effects_of_Cultural_Background_on_
Internet_Buying_Behaviour_Towards_a_Virtual_Global_Village.

Wheeler, Kathryn. “Brand Identity: How to Develop a Unique & Memorable Brand in 2023.”
HubSpot, 10 May 2023, https://blog.hubspot.com/agency/develop-brand-identity#article.

Wiley, Danielle. “Nostalgia: A Secret Weapon For Influencer Marketing Success.” Forbes, 6
June 2023,
https://www.forbes.com/sites/forbesagencycouncil/2023/06/06/nostalgia-a-secret-weapon-fo
r-influencer-marketing-success/.

Worb, Jessica. 14 Types of Social Media Influencers. Later Blog, 30 Nov. 2023,
https://later.com/blog/types-of-social-media-influencers/.

YEC. “Five Steps For Finding The Right Influencer For Your Brand.” Forbes, 28 June 2022,
https://www.forbes.com/sites/theyec/2022/06/28/five-steps-for-finding-the-right-influencer-
for-your-brand/.

Zerkalenkov, Zhenya. “Brand Identity: What It Is and How to Create a Strong One.” Semrush
Blog, Semrush, 10 Jan. 2023, https://www.semrush.com/blog/build-brand-identity/.

388

https://www.mcsaatchiperformance.com/news/the-different-types-of-influencers-how-when-to-leverage-their-reach/
http://paperpile.com/b/xEF5R0/Pzsd
http://paperpile.com/b/xEF5R0/Pud0
http://paperpile.com/b/xEF5R0/Pud0
http://paperpile.com/b/xEF5R0/M8nM
http://paperpile.com/b/xEF5R0/M8nM
https://peopledevelopmentmagazine.com/2024/03/31/boost-brand-credibility/
http://paperpile.com/b/xEF5R0/M8nM
http://paperpile.com/b/xEF5R0/bEW8
https://www.fitzmartin.com/blog/intro-to-cogmar
http://paperpile.com/b/xEF5R0/bEW8
http://paperpile.com/b/xEF5R0/bEW8
http://paperpile.com/b/xEF5R0/TkL5
http://paperpile.com/b/xEF5R0/TkL5
https://www.linkedin.com/pulse/beyond-price-tag-exploring-symbolic-meaning-future-trends
https://www.linkedin.com/pulse/beyond-price-tag-exploring-symbolic-meaning-future-trends
http://paperpile.com/b/xEF5R0/TkL5
http://paperpile.com/b/xEF5R0/MorX
http://paperpile.com/b/xEF5R0/MorX
https://www.simplilearn.com/types-of-influencers-article
http://paperpile.com/b/xEF5R0/MorX
http://paperpile.com/b/xEF5R0/ryVW
http://paperpile.com/b/xEF5R0/ryVW
https://influencermarketinghub.com/types-of-influencers/
http://paperpile.com/b/xEF5R0/ryVW
http://paperpile.com/b/xEF5R0/RBb9
http://paperpile.com/b/xEF5R0/RBb9
https://thewizard.marketing/understanding-customer-value-propositions-impact-on-brand-perception/
https://thewizard.marketing/understanding-customer-value-propositions-impact-on-brand-perception/
http://paperpile.com/b/xEF5R0/RBb9
http://paperpile.com/b/xEF5R0/aCxH
https://www.researchgate.net/publication/221017572_Effects_of_Cultural_Background_on_Internet_Buying_Behaviour_Towards_a_Virtual_Global_Village
https://www.researchgate.net/publication/221017572_Effects_of_Cultural_Background_on_Internet_Buying_Behaviour_Towards_a_Virtual_Global_Village
http://paperpile.com/b/xEF5R0/aCxH
http://paperpile.com/b/xEF5R0/jM55
http://paperpile.com/b/xEF5R0/jM55
https://blog.hubspot.com/agency/develop-brand-identity#article
http://paperpile.com/b/xEF5R0/jM55
http://paperpile.com/b/xEF5R0/8fVD
http://paperpile.com/b/xEF5R0/8fVD
https://www.forbes.com/sites/forbesagencycouncil/2023/06/06/nostalgia-a-secret-weapon-for-influencer-marketing-success/
https://www.forbes.com/sites/forbesagencycouncil/2023/06/06/nostalgia-a-secret-weapon-for-influencer-marketing-success/
http://paperpile.com/b/xEF5R0/8fVD
http://paperpile.com/b/xEF5R0/9ZFe
https://later.com/blog/types-of-social-media-influencers/
http://paperpile.com/b/xEF5R0/9ZFe
http://paperpile.com/b/xEF5R0/N4zV
https://www.forbes.com/sites/theyec/2022/06/28/five-steps-for-finding-the-right-influencer-for-your-brand/
https://www.forbes.com/sites/theyec/2022/06/28/five-steps-for-finding-the-right-influencer-for-your-brand/
http://paperpile.com/b/xEF5R0/N4zV
http://paperpile.com/b/xEF5R0/zjDU
http://paperpile.com/b/xEF5R0/zjDU
https://www.semrush.com/blog/build-brand-identity/
http://paperpile.com/b/xEF5R0/zjDU


Gender Bias in Machine Learning and Language Models Anya Gupta

Abstract
Bias exists in various forms at various stages in machine learning (ML) models. This bias

can lead to inaccurate and harmful results and outputs. As such, identification and mitigation
against bias should be prioritized. The paper first introduces machine learning with a specific
focus on language models. Next, the review explores concepts of bias in machine learning while
examining techniques for identifying and mitigating the bias. Finally, a case study is utilized to
explore bias in ML datasets and the effects of possible mitigation approaches.

Keywords
Robotics And Intelligent Machines; Machine Learning (ML); Bias; Natural Language

Processing (NLP); Underrepresentation.

Introduction
Machine learning (ML) is a term used to describe the use of algorithms to process and

“learn” from large amounts of data. ML differs from rule-based programming in that instead of
being explicitly programmed, it learns from the input data and makes predictions.1 As shown
below, ML algorithms can be categorized into distinct types based on their purpose and method
of fulfilling that purpose.

Supervised learning is a type of ML involving a dataset inputted into an ML algorithm
where the desired output is known to verify the accuracy of an ML algorithm’s outputs.
Unsupervised learning is a machine learning type similar to supervised learning, but the output is
not known. It can be quite useful when detecting anomalies. Other types of machine learning
include Reinforcement Learning, Semi-Supervised Learning, and Self-Supervised Learning.2

Natural Language Processing (NLP) is a type of ML that teaches machines to analyze text and
human speech and convert the data into a desired output format.1 Some examples of NLP are
speech recognition, speech-to-text, text-to-speech, and grammatical tagging, which is how an
NLP model identifies what part of speech a word is. For example, the word “run” can be a noun
in one context (such as “I am going for a run”) or a verb in another (“I am going to run to the
store”).3

NLP can even go so far as to summarize large portions of text into a smaller version a
human can easily read through.3 Based on its knowledge of human speech and writing; the NLP
model can pick out the most important parts of a paper. Although these machines can proficiently
replicate human speaking patterns, they may also replicate their biases.
This paper discusses how and where biases can be found and how to mitigate them. It also
includes a case study that reviews some of the metadata for COVID-19 patients whose data was
used by scientists to make predictions about COVID-19.
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Discussion
I. Identification of Bias in Models

Bias is the preference of one group, being, or even object over another in an inappropriate
situation. Bias in AI, or preferences in an ML algorithm or dataset that skew results, can even be
found in important algorithms that can aid in determining the fate of one’s life or well-being.
This paper primarily focuses on gender bias, the preference of one gender over the other. Gender
bias can be present in various parts of NLP systems, including algorithms, training data, and
pre-trained models.4 It also touches on biases against certain age groups and races.

Problems with bias can occur during data collection. Bias is common in ML algorithms
where there is an underrepresentation of a specific gender, race, or other group in the training
data. Collecting data associated with sensitive or minority groups in proportions appropriate for
its purpose can prevent bias from accumulating in the data. If this data is not added, the
algorithm will not know about these groups and will be unable to produce fair results.5 However,
after this, a de-biasing method may also be needed.

Several methods can be utilized to identify bias in an ML algorithm. One method is the
use of psychological tests on AI, which can include the association of words with genders used
on the ML algorithms to see if they contain any bias against a particular gender.4 Another tool
that can be utilized to detect bias is crowdsourcing, the practice of collecting large amounts of
data and annotation from a large group. Crowdsourcing can be effective because many people
would be looking at one dataset, and it will be difficult to notice data that generates or propagates
bias.

Dataforce3 states listening to feedback can effectively mitigate bias in an ML algorithm.6

Crowdsourcing can also be a way to collect a large amount of data quickly. Additionally, in cases
where one has a diverse set of people from whom they collect the data, there will be varied
perspectives and less bias as opposed to data collected from a group of people with little to no
diversity so that many fewer perspectives will be ignored.7

COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) is an
ML algorithm that aids in deciding whether or not a criminal can become a “recidivist” - a
criminal who, after being released from jail, re-offends. This algorithm favors white defendants
over black defendants, as shown in Figure 1 below. With this bias in place, black defendants
might be falsely labeled as people who will most likely become recidivists and fail to achieve the
freedom they deserve.8 In Figure 1, the data for black defendants are considerably more evenly
distributed along the scores than white defendants, which is heavily skewed to the more
miniature scores (less likely to re-offend). In addition, black defendants were wrongly expected
to re-offend almost twice as much (45% vs. 23%) as their white counterparts, but white
defendants were wrongly predicted to not re-offend almost twice as much (49% vs. 28%).8
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Figure 1. These images from propublica.org, an independent newsroom, depict the
“decile scores” or a person's probability of re-offending. Smaller decile scores mean that a
criminal is less likely to re-offend, and a larger one means they are more likely to re-offend.9 The
black defendants’ data are more evenly distributed among the scores, while the white defendants’
data are mostly towards the left, creating the perception of them being less likely to re-offend.
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Bias can also be found in U.S. healthcare: a heavy bias for white patients and against
black patients was found in an algorithm designed to determine whether or not a patient required
additional medical help.9 However, race was not even a factor considered by the algorithm.
Healthcare cost history, a variable closely correlated to race, was considered instead and was
typically lower for black patients due to a variety of reasons. This led to the algorithm inferring
that black patients needed less additional healthcare than white patients due to it internalizing the
misconception that a higher healthcare cost history is indicative of a higher number of healthcare
needs. Subsequently, researchers worked to reduce the bias by 80%, but the bias would have
persisted without this effort.8

Data collectors who create ML datasets should consider including data from
underrepresented communities more equally. If such measures are not taken, other programs
implementing these models will unknowingly implement the bias. Eventually, the bias
propagates through the ML algorithm and other systems that use it. However, mitigating or
eliminating the bias at its source would prevent the worsening of the bias.
ML algorithms have a similar problem. While ML algorithms, particularly language models, do
not have biases, they reflect the biases of the programmers who build them. If those training
language models do not come from diverse backgrounds or are not educated on correctly
identifying bias, the problem of existing bias could worsen.10

Figure 2. When provided with the prompt “Manager” this ML algorithm created images only of
white men.11

The bias against women in ML algorithms and datasets is a widely explored topic. To
avoid male-dominated decisions and leadership in the technology fields, an increase in gender
diversity has been proposed, especially in the decision-making systems involving AI.12

Well-known systems such as Facebook’s job ads and Amazon’s “AI-based decision-making
system for recruitment” (subsequently discontinued) contain gender bias.12 Additionally, as
shown in Figure 2, the prompt “manager” was provided for an ML algorithm, creating images
only of men. However, like most problems, there are ways to fix gender bias in AI.
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Causes and Mitigation of Bias in AI
For bias to be mitigated or eliminated, it must be identified first. For example, IBM

released software that can aid in detecting and eradicating bias called AI Fairness 360.13 It
“consists of loading the data into a dataset object, transforming it into a fairer dataset, applying
fair pre-processing algorithms, learning classifiers from transformed datasets, and obtaining
prediction from the classifier.” In simpler terms, it collects the data, puts it all into a dataset so it
can run properly, transforms it into a less biased dataset, applies algorithms that remove or
reduce bias on the data and tries to predict the outcome of the data.

A commonly utilized tactic to mitigate bias is fine-tuning, the process by which an ML
algorithm trained using biased training data gets “retrained” on an unbiased dataset to remove the
bias.4 Another way bias can be mitigated is through gender tagging, where the input is “tagged”
with a gender.4 For example, “I’m happy” would change to “MALE I’m happy” if the speaker is
male. Then, the algorithm will know the gender of the speaker and will make many fewer
mistakes.4 While it may appear to propagate bias, it gives the algorithm a better understanding of
certain words that have to be associated with genders, such as “man,” “woman,”
“businesswoman,” and “businessman.”

Another method used, particularly for NLP models, is de-biasing word embeddings.
Word embeddings are words shown in a vector space that represent how close a word’s meaning
is to another’s.4 These word embeddings can be crucial in mitigating bias, as they are a
fundamental part of many NLP systems. When these are de-biased, NLP systems bring certain
words closer to each other and farther away from the gendered words (such as he, she, etc.). This
movement away from gendered words causes words not to be associated with genders and the
NLP models will not assume attributes about a person based on their gender or vice versa.4

Unbalanced datasets are a common cause of ML problems; they create bias due to
underrepresentation. Occasionally mixing different datasets increases the amount of data in a
dataset and avoids unbalanced datasets (which happen from a lack of data). This technique also
allows a greater variety of data to be included in the dataset, which could aid the model in
generalizing better. However, there may be better options.

According to Arias-Garzón et al.,14 scientists and doctors use chest X-rays to check if a
patient is COVID-positive. In the early stages of COVID-19, there were very few images of
COVID-19-positive chest X-rays. Because of this, scientists looked to mix datasets to obtain an
ample amount of data. As expected, there was variety in the images. However, this variety led
the ML algorithm to focus on the differences within the COVID-19 positive images instead of
the differences between the images used as the control and the COVID-19 images.
Having a diverse team can lead to diversity in the datasets (due to the varied perspectives coming
from distinct backgrounds), and “ML algorithms are only as good as the data on which they’re
trained”.15 If the data that the ML algorithm is trained on is not diverse, the algorithm will not
produce an effective and fair output due to the exclusion of certain groups. As stated in
oriresults.com, a data analytics and management firm, having a more diverse data collection
team makes it necessary for team members to discuss issues and include multiple points of view
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in the algorithm, preventing the “mindset” of the ML from having a limited perspective.16 Data
collection teams can be trained to recognize this bias and mitigate or, if possible, eliminate it.
That was only one of the many ways data manipulations can be utilized to minimize the bias in a
dataset. A different method, discussed by Sun et al., was swapping all the gendered words in a
dataset with the corresponding word of the opposite gender (i.e., “he” becomes “she,” “his”
becomes “her,” etc.), adding the gender-swapped dataset to the original dataset and making an
augmented dataset. This expanded dataset had an equal amount of data for each gender. Because
of this, underrepresentation cannot occur in the data because there is essentially the exact data for
each. However, this cannot work for datasets containing sentences such as “she gave birth”
because the sentence “he gave birth” does not make sense. Gender tagging and bias fine-tuning
are two examples where a program's data is changed to remove the bias.

Yet another method is gender-swapping, where the genders used in statements in the
training data are swapped (male turns into female, female turns into male). The ML algorithm is
then trained on this new data and learns to associate some words with both genders, thus
disassociating words from gender entirely. However, this may not work with words such as
“businessman” and “businesswoman,” which must be associated with different genders. The
genders will be kept the same.4

Manipulating data to reduce bias is a technique a computer program can utilize. For
example, a program could alter weights and increase the significance of data belonging to
underrepresented communities. An implementation of this in a program would be built
specifically to eliminate underrepresentation by increasing the weights of the people in the data
to match the population that the sample data was taken from. For example, if the data was taken
from a town with a 40% female population but only had 20% females in the data, the program
would alter the weights so that the female data accounts for 40% of the data.

II. Case Study: Quantifying Potential Bias in Data
This case study operationalizes a method to create augmented datasets. Originating in

December 2019, the COVID-19 virus caused a worldwide pandemic by March 2020. The
leading diagnostic test for COVID-19, RT-PCR (Reverse transcription-polymerase chain
reaction) is very effective, but alternative methods were sought due to high cost and long
processing time. Scientists turned to using chest X-rays for diagnosis, and for this purpose, a
series of datasets of chest X-ray images were collected. To make these diagnoses faster, ML
models were employed to make decisions on these datasets. However, it became evident that the
datasets were biased and improvements were necessary. Below are three datasets used in the case
study.14
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Table 1. This table lists the datasets discussed in this case study.14

The below metadata (Figure 3) illustrates possible imbalances in the data.
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Figure 3. As seen in these three images,14 the data distribution in the datasets could be better for
specific algorithms where age matters. A and C show a bias in terms of age, with some ages

being more represented than others. B shows a relatively small amount of bias in the data (the
first column is where the age was left blank).

Conclusion
In conclusion, bias is prevalent in ML algorithms and datasets in various forms: gender

bias, age bias, etc. However, several options exist to identify, alert against, mitigate, and possibly
wholly eradicate this bias to obtain a fair and unbiased algorithm that does not produce harmful
outputs. Examples include gender-swapping to create an augmented dataset, gender tagging to
ensure the ML algorithm will not misgender a speaker, and de-biasing word embeddings.
However, gender-swapping, although helpful in creating a dataset with a significantly smaller
bias, may not be a viable method to de-bias datasets due to some words or contexts only applying
to one gender. There are even tools, such as “AI Fairness 360” and “What If,” used
professionally to find and eliminate bias in programs and datasets.
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While gender bias, age bias, and other types of biases are quite prevalent in ML data and
algorithms, the issue has been acknowledged, and tools are being developed to identify and
remove the bias.
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Enhancing Sustainability and Efficiency of Express Delivery Services in China: Oversight
and Integration by Chengrui Yu

Abstract
China’s express delivery industry has grown rapidly in the last few decades as

e-commerce has risen in popularity and massive consumer demand has been seen. Meanwhile,
the supervision and management of universal service obligation impose great pressure on the
government postal system cost recovery. Therefore, this paper attempts to explore the ways for
enhancing the efficiency and sustainability of China’s delivery industry. The results show that
there is great potential to improve the service quality and efficiency through strengthening the
regulatory framework and optimizing the market integration of postal and express delivery
services.

Introduction
The delivery industry is a crucial part of the logistics sector. It forms the backbone of the

economy by facilitating the flow of goods and services (Rouse et al., 2018; Liu et al., 2024).
According to earlier research, effective delivery services are key to accelerating the flow of
economic development, because they improve business productivity, reduce costs, and improve
customer satisfaction (Rabinovich & Knemeyer, 2006). They help enterprises to run normal
business activities and deliver products to the users in a convenient and reliable manner. This is
especially important given the rapid expansion of China’s e-commerce market.
Additionally, the development of an efficient delivery industry has a vital effect on the rough and
remote areas (Rouse et al., 2018). In many regions of China, especially some underdeveloped
and poor areas, the residents and businesses there usually lack access to efficient delivery
services. Therefore, improving delivery infrastructure in these locations can guarantee the
businesses and the consumers to get the same goods and services as the developed areas.
Ultimately, it will promote the comprehensive economic development of the country, narrow the
economic gap between urban and rural areas, and provide strong support for the construction of
balanced regional development (Gu et al., 2008).

Efficient delivery industry can also enhance the overall competitive edge of Chinese
businesses in the international market. With China’s further expansion in international trade and
becoming the world’s largest trade hub, efficient delivery industry is the key to attracting
international capital to enter and exit, as well as import and export commodities. It ensures the
rapid flow of goods, preventing the goods from being wasted or damaged, and meeting the
rigorous requirements of the partners (Salawu & Ghadiri 2022). Mature and robust delivery
industry can deal with the complicated international logistics, shorten the transportation cycle,
avoiding the risk of lagging and loss, smoothly carrying out the import and export business, and
maintaining China’s image as a reliable partner. Businesses can obtain new sources of income,
and a large number of operators will also be employed in the long run. With the development of
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China’s economy towards the high level, improving the delivery industry’s efficiency will be the
key to China’s long-term economic growth.

Global Express and Postal Industry Growth
The delivery industry is broad and covers multiple services and activities pertaining to

the carrying and sending of products and letters from one place to another. The main elements of
the delivery industry consist of the postal systems and the express systems. The postal systems
are the traditional mail services provided by national postal operators, dealing with letters,
postcards and minor parcels. Meanwhile, express delivery systems include firms providing quick
delivery alternatives, such as within the day, overnight and 2-day delivery services. Examples
include UPS, FedEx and DHL. This paper mainly deals with these two delivery services.
From 2022 to 2023, the global express parcel market showed a positive development trajectory,
evident in the express delivery business volume and income across nations worldwide. Figure 1
illustrates the global shipping and delivery package volume share from 2018 with projections
extending to 2028. It clearly shows a significant and steady increase in volumes over the years.
According to the "Global Postal Industry Preliminary Report" issued by the International Postal
Corporation (IPC, 2023), the aggregate volume of global express parcel business surged to
approximately 189.2 billion units, a year-on-year growth of about 9.8% in 2022. The
corresponding revenue was about 4.1 trillion yuan, a year-on-year growth of about 12.2%. This
growth is mainly driven by emerging markets, which push the global express parcel market
towards both stability and expansion.
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Figure 1. Global Shipping and Delivery Package Volumes (2018-2028)

Moreover, it is estimated that the global express parcel market size by 2024 will be over
200 billion pieces. The revenue will be 4.3 trillion yuan, a growth rate of more than 6%. North
America and Europe are expected to return to the long-term growth rate of about 5%, while the
Asia-Pacific area remains the fastest growing market for global express delivery. In addition, the
Latin American delivery market is expected to explode, with the Brazilian and Mexican market
being the key to its development. The Middle East and Africa are still in the stage of forming a
relatively small market, but the future growth rate could be very large.

In the field of postal industry, the average revenue of postal enterprises in the first half of
2022 was down 1.5% year on year. However, the overall operational capacity of the industry has
been maintained. The main reason is the continuous impact of the global epidemic. Notably,
postal enterprise revenue surged by 3.9% in 2021. This shows that the postal industry can adapt
to the impact of various adverse factors and move towards stability and development. While the
preliminary report overlooks the US$57 billion windfall the USPS stands to gain from legislative
reforms in 2022, it can be predicted that the global postal industry will have a greater impact on
future development.

With the continuous development of new technologies and the competition in the market,
we can expect that the global express delivery industry and the postal industry will continue to
grow and make greater contributions to global economic integration. The advancements will
create new development opportunities in various sectors and promote a more interconnected
global economy. Countries around the world will benefit from the positive impact on economic
growth and development.

History and Current Situation of Postal Service in China
The original purpose of the postal service was to deliver and exchange information,

promoting mutual communication and progress through the dissemination of information
(Purcell 2016). Over time, this role has expanded beyond just delivering letters and documents.
Nowadays, the postal service has transitioned to focus more on facilitating commercial
transactions and delivering packages. Additionally, by connecting people from different regions
and backgrounds, it helps to promote understanding across communities. This multifaceted role
highlights its importance not only in economic activities but also in strengthening social and
cultural ties.

As one of the country's important infrastructures, China's postal service has a long history
and important social significance (Margit & Wang 2015). The history of China's postal service
can be dated back to ancient times, when post stations were the main means of transporting
documents, letters and goods. As society evolved, the postal industry has also developed and
gradually transformed into a comprehensive communications and logistics network covering the
entire nation. In modern times, China's postal service has undergone many reforms and
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improvements, continuously enhancing service quality and expanding coverage. Key milestones
in the history is summarized in Table 1.

Table 1. Key Milestones in the History of the Chinese Postal Service
Year Event
1980 Launched international postal express delivery service.

1985
Established China Express Service Company, the first professional express delivery
company in China.

1994 Implemented online mail tracking nationwide.
1995 Founded China Postal Airlines, the first all-cargo airline in China.
1999 Initiated the establishment of the Universal Postal Union EMS cooperative body.
2001 Launched domestic express parcel service.
2003 Established China Postal Logistics Company, one of the earliest in contract logistics.

2006
Opened the Nanjing Postal Express Logistics Air Distribution Center, the largest in
Asia.

2008
Integrated nationwide express and logistics services, establishing China Postal Express
& Logistics Company.

2010
Completed shareholding reform, establishing 'China Postal Express & Logistics Co.,
Ltd.'

2013 Introduced a dynamic routing and scheduling system for better efficiency.
2015 Started providing bonded warehousing services.
2018 Revenue surpassed 200 billion yuan.
2020 Launched next-generation intelligent logistics services driven by AI technology.
2021 Expanded international logistics network, covering over 200 countries.
2022 Achieved 100% renewable electricity usage in all operations.

The 1980s marked a pivotal period for China's postal services. On July 15, 1980, China
introduced international express mail service, laying the foundation for the country's express
delivery industry. Four years later, in April 1984, domestic express mail service commenced,
offering rapid and dependable services for domestic and international business transactions. The
establishment of China Express Service Company on December 3, 1985, signaled the nascent
development of China's express delivery industry, gradually forming its own industrial
framework. Over the ensuing years, China Postal Service steadily broadened its business scope
and improved service standards, emerging as a vital pillar supporting China's economic and
social progress.

From the 1990s through the 2000s, China's postal service experienced rapid expansion.
On January 18, 1994, China achieved online tracking and inquiry of mail, ushering in the
information age for China Post. The establishment of China Postal Airlines on November 26,
1995, provided an extensive air network for postal service coverage across China. Subsequently,
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China's postal services began venturing into the international arena, collaborating with global
postal entities to offer international express delivery services.

Since the 2000s, China's postal service has entered a new phase of comprehensive
development. China Post initiated direct delivery services and domestic express parcel services,
further diversifying its business portfolio. Collaborating with international postal organizations,
China Post standardized international EMS service protocols, enhancing the efficiency and
effectiveness of international postal operations. Additionally, China Post actively expanded into
logistics services, offering value-added solutions such as warehousing and freight forwarding,
thereby providing customers with comprehensive logistics solutions.

Over the past decade, China's postal industry has experienced rapid development and
significant modernization. According to the latest data released by China Post, the national
express delivery business volume is expected to exceed 60 billion pieces in 2024, marking a
year-on-year increase of more than 10%. Figure 2 illustrates the parcel volumes handled by the
Chinese postal service from 2018 to 2023. The data points reflect a significant and consistent
increase in parcel volumes over the years, indicating the rapid growth of the postal service in
China. These figures highlight the substantial improvement in service capabilities and the
expanding business scale of China's postal industry. The growth in business volume underscores
the industry's capacity to manage increasing consumer demand efficiently. The substantial
increase in express delivery volumes is a testament to the industry's adaptation to these changing
market dynamics.

Figure 2. Chinese Postal Service Parcel Volumes (2018-2023)
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China's postal industry has made remarkable progress in modernizing its facilities and
technology. China Post has invested heavily in building modern express delivery centers and
sorting centers, integrating advanced automation equipment and robotics technology. These
investments have significantly improved processing efficiency and accuracy, enabling the
industry to handle larger volumes with greater speed and precision. Additionally, China Post has
strengthened its information technology infrastructure, providing consumers with a range of
convenient services such as online ordering, inquiry, and tracking. These IT enhancements have
streamlined operations, improved transparency, and increased customer satisfaction by meeting
consumers' needs for efficiency and convenience.

Through continuous reform and innovation, China Postal Service has not only improved
service quality but also expanded service coverage. It has become a vital driving force for
China's economic and social development, delivering reliable and efficient postal services to the
public and various industries. Despite these advancements, China's postal industry faces
increasing market competition. The growth of e-commerce and rising consumer demand have
made the express delivery and logistics industry a highly competitive arena. Numerous domestic
and foreign express delivery companies have entered the Chinese market, intensifying
competition.

This heightened competition poses several challenges for China Post. First, the traditional
postal business has been impacted, necessitating continuous adjustment and upgrading of service
models to remain competitive. Second, the rapid development of the express delivery industry
has led to environmental and logistical issues, such as the disposal of delivery waste and traffic
congestion. Addressing these challenges requires China Post to strengthen its environmental
protection measures and traffic management strategies to promote sustainable industry
development.

Contrast between Express Delivery and Postal Services
The major difference between express delivery and postal services is the nature of their

basic operations, which mirrors their respective social roles and structures (Zhu, 2014; Sage
2017). Express delivery services and universal postal services are, in essence, socially different:
One is private delivery by commercial enterprises, the other is public delivery by entities driven
by government mandate. The postal service, including the delivery of letters and documents, is
designed to provide all citizens with universal and affordable means of communication. It can be
viewed as a public good. Express delivery, on the other hand, is a commercial activity supplied
by private enterprises to the industrial and commercial sector. It is driven mainly by the demands
of a market economy for personalized, time-critical deliveries.

The difference between the two delivery services covers many areas and highlights the
different operational nature of each (Sage 2017). Postal services mainly deal with personal
correspondence and parcels, while reaching out to the wider population to fulfill their
communication needs. Express delivery services, however, focus on the movement of business
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documents, information, and small parcel items. They specialize in servicing the economic and
trading needs of clients.

Another major difference is that postal services are geared to inclusivity, serving the
entire spectrum of society with basic communication tools. For example, they deliver letters,
bills, and postcards to urban and rural areas alike, ensuring that all individuals, regardless of
location or socioeconomic status, have access to essential mail services. Express delivery
services, on the other hand, address the diverse needs of businesses and institutions. They offer
customized solutions such as same-day delivery for urgent documents, specialized handling for
fragile items, and bulk shipping options for e-commerce companies.

Operationally, universal postal services emphasize uniformity and consistency, striving
for standard delivery conditions throughout the system. They maintain regular delivery schedules
and standardized rates for sending letters and packages, providing predictable and reliable
service to all users. Express delivery services emphasize responsiveness, focusing on rapid
reaction to the specific needs of the individual. For example, they offer expedited shipping
options like overnight delivery, provide real-time tracking updates, and customize delivery times
to suit the recipient's schedule.

The difference in the delivery channel of each service highlights their different operating
models. Postal services use a vast network of post offices, maximizing access and territory
coverage. Express delivery services, on the other hand, often use proprietary delivery networks
or contract with air freight forwarders to ensure fast pickup and delivery of items, both
domestically and internationally.

Pricing strategy also differs between the two types of services. Postal services employ
standardized tariffs that are generally low in price and are set by national postal unions on behalf
of member countries. Express delivery prices tend to be market driven and variable, with carriers
striving for better and faster service in response to demand.

The business structure and operation of the enterprise also differs. Postal services are
public utilities, sustained and supported by governments to assure stability and prevent
bankruptcy. Express delivery firms must succeed in a competitive market and rely on their own
resources for profitability.

Regulatory bodies that oversee services also differ. Universal postal services are
monitored by postal departments which regulate and oversee postal operations to assure
compliance with standards and guidelines. Express delivery services are subject to market
regulations and competition policies that assure fair competition and efficient, effective
operation.

Finally, the national policy towards each type of enterprise reflects significant difference.
Postal firms are afforded a wide range of government subsidies and preferential policies to
ensure they can meet their universal service obligations. Express delivery firms enjoy no special
support from governments and must succeed in an environment of fair competition, assuring
market efficiency and competitiveness.
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In summary, the difference between postal and express delivery services reflects
distinctions in many areas, highlighting their respective roles, operating models, and
contributions to the social and economic infrastructure in which they operate. Table 2 outlines
the main differences between express delivery and postal services in different respects. The
awareness of these differences helps both corporations and consumers to select the optimal
delivery choice for their respective needs.

Table 2. Comparison of Express Delivery and Postal Services
Aspect Express Delivery Service Postal Service

Nature of Service
Private service provided by
commercial entities

Public service mandated by governmental
obligations

Business Scope
Business documents, information,
small items

Personal letters and parcels

Service Objects
Specific customers in economic and
trade sector

All members of society

Service
Standards

Focus on meeting individual
customer needs

Prioritize standardization and uniformity

Delivery
Channels

Utilizes own networks or
partnerships

Relies on post office networks

Pricing
Mechanism

Determined by market demand and
service efficiency

Standardized, low-price tariffs set by
national postal unions

Enterprise
Operations

Operates in a competitive market
environment

Operates as public utilities with
government support

Industry
Regulation

Subject to market regulations and
competition policies

Managed by postal departments

National Policies
Operates under fair competition
principles

Enjoys various government subsidies and
preferential policies

Strengthening Government Supervision of Express Delivery Services
Strengthening government regulation is an important way to guarantee healthy

development of the express delivery industry. The fast-growing express delivery industry is
beyond the current regulation framework, and brings about lots of problems waiting to be solved
(Fan et al., 2017). To strengthen government governance, we should take a series of measures to
promote the healthy and stable development of delivery system. The following are some ideas.
One thing is that, the government should carry out more stringent licensing policy toward the
express delivery enterprises. With more and more delivery enterprises entering the market, the
express delivery industry should ensure the enterprises entering the market are qualified and
capable enough. Otherwise, a large number of poor-quality services will affect the consumers
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and the market order. The licensing policy should contain an exam for the background of the
delivery enterprises, check the financial strength, and require the enterprise to promise following
the laws and regulations.

The next is to ensure the implementation of relevant labor laws and security laws. As we
all know, the express delivery industry is highly capitalized on labor force, such as the delivery
drivers and the warehouse staffs. To protect the interests of laborers is not only the duty of the
government but also the social responsibility of the enterprises (Lantos 2001). The government
should inspect and examine the implementation of relevant laws of the labor by the enterprises,
encourage the enterprises to train the laborers regularly, and establish the perfect safeguard
system of labor. So that we can prevent the phenomenon of unpaid wages and prevent accidents
caused by the insecure warehouse, and improve the workers’ satisfaction.

Finally, strike hard at the illegal activities, including tax evasion and the traffic of
counterfeit goods. The illegal cargo in the process of delivery not only jeopardizes the normal
operation of delivery industry, but also brings huge losses to the state revenue. To this end, the
express delivery enterprises that involve the illegal activities should be punished strictly, and the
special inspection should be carried out. What’s more, we should exchange information with the
international regulation departments, tracking the trail of the counterfeit goods transported across
different countries, and preventing the spread of the illegal goods.

Supervision can enhance the competition of the industry (Aubert & Pouyet 2004), on the
one hand. With the guidance of government supervision, the industry realizes the coexistence of
multiple competitors, avoids the appearance of monopoly or dominant position, and creates an
equal competition pattern, which encourages the enterprises to innovate and improve the service
level. On the other hand, it protects the consumers’ rights and interests. The consumers will
enjoy the high-quality service, accurate delivery time and safe packaging if the government
strengthens the supervision of the express delivery industry.

Recent Chinese Regulatory Bill on the Express Delivery Business
On December 8, 2023, China’s Ministry of Transport (2023) adopted the "Measures for

the Administration of the Express Delivery Market," effective March 1, 2024. This regulatory
bill aims to strengthen the supervision and management of the express delivery market, ensuring
service quality and safety, and protecting stakeholder rights. Aligned with existing laws, the bill
specifies the scope of application, corporate responsibilities, and regulatory mechanisms. The
postal management department of the State Council and local agencies oversee the market,
encouraging fair competition and high-quality development.

According to the new bill, enterprises engaged in express delivery must comply with
laws, regulations, and societal norms while providing fast, accurate, safe, and resource-efficient
services. Provisions are included for situations where multiple entities, termed headquarters
express enterprises, jointly utilize unified trademarks, trade names, and waybills, requiring
written agreements to clarify rights, obligations, and the uniform management of service quality
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and security. Users of express delivery services are also obligated to comply with laws, provide
necessary information, and adhere to national restrictions on sent items.

The "Measures" set comprehensive regulations for the safety of express items, consumer
protection, sustainable practices, and market order. Items must be handled with care, explicitly
prohibiting actions like throwing or trampling on packages, to prevent loss or damage. Smart
technology use, such as smart express boxes, requires explicit user consent to protect privacy and
foster trust. The penalties for non-compliance, including warnings, public criticism, and fines
from 10,000 to 30,000 yuan, serve as deterrents against negligent practices. Local postal
management agencies are empowered to create tailored regulatory plans, promoting express
service venues and intelligent facilities to bridge the urban-rural service gap.

In addition, the regulations emphasize green and low-carbon development, advocating for
environmentally friendly materials and practices, aligning with national and global climate
efforts. Consumer rights and data protection are also prioritized, prohibiting illegal use or resale
of waybills and ensuring stringent data protection standards for outsourced personal information
handling.

Express carriers must periodically and accurately file complete data concerning the safe
performance of their operations with the postal management sector. This express delivery data,
which details reporting time, handling, safety precautions taken and any accidents or exceptions
happening throughout the delivery procedure, is mandatory for the smooth and effective running
of the entire value chain. By offering this information, companies promote transparency
throughout their procedures and enable government agencies to monitor compliance with
technical standards and operational protocols more accurately. This monitoring procedure in turn
helps detect any existing risks and weaknesses, and thus create a safer and more dependable
delivery environment. It contributes to the integrity of the entire postal system through a system
of accountability and positive change.

Overall, the "Measures for the Administration of the Express Delivery Market" provide a
robust framework to enhance the quality, safety, and sustainability of China’s express delivery
industry. By addressing package handling, consumer consent, data protection, and environmental
sustainability, these regulations aim to foster a reliable and trustworthy delivery ecosystem,
crucial for the industry's continued growth and evolution.

Integrating Postal and Express Delivery Services
Integrating postal and express delivery services is a strategic move that can significantly

streamline operations, increase efficiency, and reduce costs for both the government and delivery
companies (FasterCapital 2024). This integration is particularly necessary in today's fast-paced
and highly competitive logistics environment, where the demand for quick, reliable delivery
services continues to grow. By leveraging the strengths of both postal and express delivery
systems, the overall efficiency and effectiveness of the delivery infrastructure can be greatly
improved.

409



One practical approach for integration is to establish joint service centers that offer both
postal and express services. These centers can serve as one-stop locations where customers can
get a comprehensive range of services, from traditional mail processing to modern express
delivery options. This will certainly reduce the burden on users of such services because it will
entail a single visit to a joint service center rather than visiting several places. This, in addition,
will result in optimal utilization of resources since personnel and facilities can be better shared
and utilized in such joint service centers.

Furthermore, networks can be integrated, and infrastructure can be shared among
different logistics service providers. Sorting facilities, parcel sorting automation, vehicle and
aircraft fleets are among the resources that can be pooled to achieve better utilization and reduce
duplication. For example, the postal industry typically has very extensive networks and
associated infrastructure, but these resources are underutilized during certain hours of the day
(e.g. overnight) and certain days of the year (e.g. holidays). Postal operators can share excess
capacity with express delivery operators, who in turn can provide postal operators with
additional voluminous express product revenue and a stronger commercial rationale for better
use of their existing assets. Overall, there will be greater operational efficiency as facilities and
fleets will be reduced in duplication. Integrated logistics networks will also provide more direct
and rapid transit routes, resulting in better overall service.

Postal and express collaboration can also achieve economies of scale and provide better
service. When service providers work together, they can combine their fleets and negotiate lower
rates for transportation, fuel, packaging and other commodities and supplies. This bulk
purchasing power achieves greater economies of scale and results in lower operating costs,
which can be passed on to customers through reduced transportation and delivery fees. Similarly,
postal and express operators have different strengths and specializations. By working together,
they can offer more efficient and innovative services that can better match the diverse and
growing needs of customers. Collaboration can provide faster mail and parcel delivery, including
same-day and even same-hour delivery. Hybrid delivery vehicles that combine letter and parcel
delivery can achieve greater operational density and lower costs. Furthermore, the use of parcel
sorting automation and postal automation hubs can provide faster transit times and better
reliability.

Through integration, the government can raise the overall competitiveness and efficiency
of the delivery industry. An integrated delivery system can pull in additional business both from
local and foreign markets by providing quicker and cheaper services. This in turn can stimulate
the national economy through the growth of e-commerce and smoother transactions in trade and
commerce. An integrated system can also effectively manage peaks and valleys in business
volume, ensuring quality service during peak periods.

Lower operating costs are another major advantage of integrating postal and express
delivery services. The savings that result from shared networks, joint service centers and
economies of scale can release funds that can in turn be employed to enhance the quality and
scope of services offered. For example, savings from lower operating costs can be invested in
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new technology such as advanced tracking and scanning systems and automated sorting facilities
that can improve productivity and enhance the overall customer experience.

Integration of AI into Delivery Operations
Integrating artificial intelligence (AI) into express delivery and postal operation brings

extensive benefits (Javaid et al., 2022). Using artificial intelligence to complete vehicle and
cargo matching in logistics transportation, the company can build a new freight matching
platform with the digital infrastructure based on their own goods supply. And they can get access
to social transportation capacity with discounted rates, thus improving transportation efficiency
and lowering costs (Feng & Ye 2021).

And then, image and video recognition are integrated with GIS, multimedia coding and
database to establish visualized warehousing, ordering and vehicle control intelligent systems,
which can detect the warehousing condition and provide real-time decision supports, commands
and dispatches based on image and video recognition. Thus, the order tracking and management
as well as secure cargo transportation can be streamlined and well realized.

Furthermore, the advent of intelligent logistics station management and warehouse
operations marks a significant improvement. By employing intelligent scanning and smart sensor
installations at loading and unloading sites, automated collaboration among stacks, vehicles, and
compartments is achieved, enhancing transportation efficacy. Likewise, within smart warehouse
environments, the coordinated functioning of handling robots, sorting robots, and racks
significantly boosts processing speeds, picking precision, and storage capacity.

AI facilitates the development of smarter operation and management models for the next
generation of the logistics industry (Chung 2021; Javaid et al., 2022). Utilizing AI in tandem
with big data analytics allows for precise matching of logistics transfer center and warehouse
locations, optimizing site selection and operational efficiency. Furthermore, stakeholders across
the supply chain, including manufacturers, suppliers, and logistics providers, can leverage AI to
devise tailored product marketing strategies and streamline warehousing, transportation, and
distribution plans.

Reducing Government Postal Expenses
The reduction of postal costs for governments is an important goal that can be

accomplished through various means such as increasing efficiency, maximizing resource
utilization, and utilizing cost-effective technologies. In today’s world, with the widespread use of
emails that can replace mails, postal businesses need to adjust to the changing market in order to
stay financially viable. Through strategic actions that cut costs and raise efficiency, governments
can substantially lower postal costs without compromising service quality.

Increasing efficiency remains one of the most significant strategies for curbing postal
costs. This can be done by way of automation and digital initiatives that ensure smooth running
of the postal business (DeGaspari 2004). For instance, automated mail and package sorting
machines can process huge volumes of mails and parcels in a short time and with precision that
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surpasses their manual counterparts. This eliminates the need for numerous manual workers,
thereby reducing labor costs and errors made by humans. The outcome is a boost in productivity
and efficiency. Besides, digitalization of documents and workflows will eliminate much
paperwork, raise accuracy of data, and speed up decision-making processes. The whole system
becomes more cost-effective and efficient with this transition.

Maximizing resource utilization is another important aspect to consider. Postal businesses
can examine the resources they currently have and deploy them where they will be of highest
demand. This requires study of the demand and supply gap in various geographical locations and
deploying workers and infrastructure accordingly. For example, postal offices located in rural
and other low-demand areas with little or unused resources can be consolidated or transformed
into community centers. Resources can be redirected to urban areas with high demands.
Moreover, postal businesses can form partnerships with private express or courier companies that
can share the resources and lighten the costs. Public and private sectors can each contribute their
best to ensure proper functioning and improved services.

Lastly, the use of cost-effective technologies will bring postal businesses up to speed with
modern technologies. Some of the technologies to consider include tracking systems, route
optimization software, and automated customer service kiosks. Tracking technologies enable
postal workers to monitor parcels in real time, thereby reducing cases of delays and losses, and
increasing customer satisfaction. Route optimization software will assist workers in plotting the
shortest and fastest routes possible, thereby lowering fuel consumption and transportation costs.
Automated customer service kiosks and chatbots on websites can respond to regular customer
questions and perform transactions such as postage payments. This will reduce long queues of
customers during peak hours and allow staff to deal with complex issues and other
non-automated tasks. All these measures will drive down operational costs for postal businesses.
Automation and digital initiatives can lead to streamlined processes and minimize manual
workforce (Madakam et al., 2019). Many postal businesses around the world have been
embracing automation technologies to improve their sorting and delivery systems . The United
States Postal Service (USPS), for instance, started investing in automation to improve the speed
and accuracy of mail delivery back in the 1960s. As of 2022, USPS has installed more than 200
parcel sorting machines that can process 3,000 parcels per hour (USPS, 2022). This has greatly
reduced the time taken to sort parcels and the number of workers needed to do so, thereby
lowering costs. Many postal businesses were also adopting digital customer and delivery
platforms as well as internal communications. These digital technologies cut costs while
improving on service delivery and customer satisfaction.

Another good practice is the optimization of routes and delivery schedules. Postal
businesses can utilize data collection and analysis as well as route optimization algorithms to
determine the best delivery schedules and routes that will ensure reduction in fuel consumption
and cost of transportation. The Royal Mail of the United Kingdom, for instance, introduced a
dynamic routing and scheduling system that uses real-time data to predict the best routes based
on volumes of mail to be delivered and traffic situations (Letsios et al., . This helped save huge
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amounts of fuel and reduced greenhouse gas emissions by 50%. Besides, delivery timings can be
shifted to times when there is less traffic to avoid delays from congestion. This will increase
overall efficiency and cost-effectiveness.

Though it is a long-term investment, the use of renewable energy sources and
energy-efficient infrastructure always pays off in the end (Wanapinit & Thomsen 2021). Postal
businesses can install solar panels on the rooftops of their facilities and use the energy for both
production and storage. This will lower costs of electricity and ensure a constant supply.
Energy-efficient fluorescent lamps, cooling, and heating systems will also reduce utility costs.
The Deutsche Post DHL Group, for instance, announced its intend and plan to use 100%
renewable electricity across all its operations by 2050; a goal that has been achieved and is
yielding great results (Deutsche Post DHL Group, 2022). Besides, there is the option of
converting vehicle fleets to electric or hybrid models that will lower fuel consumption costs and
greenhouse gas emissions, thereby contributing to environmental conservation.
Reducing postal costs for governments will free up financial resources that can be channeled to
more important sectors such as social welfare and infrastructure (Zhang et al., 2019). For
example, savings from postal businesses can be injected into the health and education sectors as
well as public transport systems to improve the lives of the populace. Besides, the savings can be
used to finance innovative initiatives and technologies that will boost the quality of postal
services, thereby creating a virtuous circle of progress and efficiency.

Conclusion
China's delivery industry has witnessed tremendous growth over the past few decades.

However, this rapid expansion has also brought about significant challenges, including the need
for improved regulatory oversight, better integration of delivery networks, and more efficient
cost management. Addressing these challenges is crucial for maintaining the industry's
momentum and ensuring its sustainable development.

It is necessary that the government should strengthen the supervision of express delivery
enterprises, and integrate the postal network with the express delivery network to reduce the
government postal cost. The licensing standard should be raised, and the relevant labor and
safety regulations should be enforced. The illegal operation should also be punished according to
law. A regional supervisory network should be built, the public complaint hotline and the online
tracking system should be established to guarantee fair competition, the citizen’s rights and
interests, and maintain the industry’s good image.

There are plenty of advantages for integrating postal and express delivery, including
operation simplification, efficiency improvement, cost reduction and service enhancement. The
government should encourage postal and express delivery enterprises to set up joint service
centers in less-developed regions and share and develop logistics information networks and
resources. Additionally, promoting cooperation and mergers among postal and express delivery
enterprises can increase industry concentration, ensuring sustainable development and
contributing to economic growth. Businesses and citizens are the primary demand drivers for
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express delivery, and the stable development of delivery enterprises will result in lower costs and
better services for them.

Reducing government postal expenditure requires providing comprehensive solutions
from an overall perspective. AI realizes multiple intelligent applications on the platform of the
whole logistics industry chain, facilitating all-round delivery of everything to customers with
ultra-speed and ultra-accuracy. Enhancing working efficiency, optimizing resource allocation,
and practicing technologies for saving investment are the important ways to reduce government
postal expenditure. Reducing costs by means of automation, digitalization, route planning, and
new energy investment are effective approaches to guarantee high-quality service. Guaranteeing
sustainable development of postal services, saving government expenditure, and realizing
investment in more important fields are of great significance to promoting the overall economic
and social development of the country.
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Navigating Balance: Individual Rights vs. Government Regulations by Tanchanit
Keerasuntonpong

In 1965, the Griswold v. Connecticut case challenged the Comstock Law which
“prohibited any person from using any drug, medicinal, article or instrument for the purpose of
preventing contraception” (“Griswold”). Other than criminalizing an individual's use of
contraceptives, it was also illegal for others to assist or advise someone on this issue. The Court
ruled that the state of Connecticut had no right to ban contraceptives for married couples as the
judgment of marriage is “to be a sacred and private bond that lies within a zone of privacy”
(Levy). The Supreme Court stated that the Comstock law violated the 4th and 5th amendment of
the constitution which was established to protect one’s privacy. Justice William O. Douglas, the
author of the majority opinion in this case, backs up the Supreme Court’s decision by arguing
that: “Would we allow police to search the sacred precincts of marital bedrooms for telltale signs
of the use of contraceptives” (“Griswold”)? Douglas’s statement highlights the potential conflicts
and inconveniences that the Comstock law may bring upon its citizens. Furthermore, his
questioning of whether married couples would allow police to invade their private space or not
highlights the significance of privacy while suggesting that such laws would be an overreach of
government power. To prevent citizens from being harassed by authorities even further and to
protect their privacy, Douglas “formed” a new constitutional right of privacy based on the First
Amendment, the Fourth Amendment, and the Ninth Amendment (Connecticut 21). He stated
that: “These separate guarantees of privacy, taken together, give ‘life and substance’ to a board,
inherent constitutional right of privacy against government intrusion” (Connecticut 21). The
ruling of Griswold v. Connecticut exhibited how state laws could potentially over-intrude into
the private lives of married citizens and how, at times, citizens had to confront the challenges of
simultaneously shaping the life they desired but also following the regulations that the
government has pre-setted. Nevertheless, this case also set a precedent for newer generations as
it prevented states from banning contraceptives for married couples, ultimately allowing the
coming generations to pave their path without the interference of the government.

In 2014, the pivotal ruling of the Burwell v. Hobby Lobby case allowed “privately held
for-profit corporations to be exempt from a regulation that its owners religiously object to, if
there is a less restrictive means of furthering the law’s interest” (“Burwell”). The company
argued that providing their employees with access to birth control violated their religious beliefs
and, therefore, would like to be exempted from the Affordable Care Act mandate, which required
employers to “include contraceptive coverage as part of the insurance that they provide to their
female employees” (United 1028). Hobby Lobby asserted that the Religious Freedom
Restoration Act should protect them from the ACA’s requirement, as the purpose of the RFRA
was to protect one’s religion from the intervention of government regulations (“Religious”). As a
result, the Supreme Court was in favor of Hobby Lobby’s argument and permitted them to opt
out of the birth control mandate. This case displays how government regulations can conflict
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with one’s religious beliefs, ultimately underlining the ongoing struggle of seeking a balance
between establishing public policies and respecting individual rights. Nevertheless, the case of
Hobby Lobby also opened the door for other for-profit organizations to acquire exemptions from
certain national or state laws, risking an overuse of individual power to overturn national laws.

The core issue connecting Griswold v. Connecticut and Burwell v. Hobby
Lobby focuses on the tension between individual rights and government regulations. In Griswold
v. Connecticut, married couples encountered the challenge of accessing contraceptives due to the
establishment of the Comstock law. Similarly, owners of Hobby Lobby ran into a conflict
between their religious beliefs and the requirement of the Affordable Care Act which was
established by President Barack Obama. Nevertheless, both cases overturned the situation by
utilizing pre-existing laws to protect/defend their rights. For instance, in Griswold v.
Connecticut, the court ruled that the prohibition of contraceptives violated the 4th and 5th
amendment which “protects an individual’s home and private life from interference by the
government” (Levy). The 4th and 5th Amendments could challenge the Comstock law as the law
interfered with the personal rights of married couples, ultimately limiting the paths they can
embark on as a married couple: specifically in the aspect of reproductive decisions. Likewise, the
owners of Hobby Lobby argued that providing their employees with birth control contravened
the Religious Freedom Restoration Act. The purpose of this act was to defend an individual's
religious exercise from any substantial burden created by the government, ultimately ensuring
that Congress provides additional protection to those who are affected by laws of general
applicability (United 1027). Due to the establishment of this act, the Supreme Court ruled that
Hobby Lobby would be exempted from the mandate of the Affordable Care Act. Both cases
clearly illustrate how certain national and state regulations can be overarching, essentially
infringing upon personal rights. In Griswold v. Connecticut, the right to privacy in marital
relations was upheld, while in the Hobby Lobby case, the right to religious freedom was
protected. Both cases highlight the significance of pre-existing laws, as they played a major role
in supporting citizens to protect their rights against general applicability laws. Lastly, the ruling
of these cases demonstrates the judiciary’s role in balancing the power that they possess with
individual rights, ensuring that government regulations don’t infringe upon one’s liberty: an
essential aspect of the constitution.
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The Doomscrolling Epidemic: Influence of Short-form Social Media Content
Political Polarization By Stan Cho

Abstract
The onset of social media has inspired a novel form of news media, one that influences

its audiences both in unforeseen ways and at unprecedented rates. One such subsect of social
media is short-form content, which recently popularized and quickly integrated into all major
platforms. By manipulating an algorithm that strategically encourages user engagement, taking
advantage of both visual and auditory means, and presenting information in concise
one-minute-long footage, short-form content has presented itself as a prominent method of
information dispersion. In light of persistent political polarization and increasingly aggressive
discourse, this experiment studies the role that short-form social media content plays in this
conundrum. After considering several social media accounts with a combination of varying
gender orientations, political partisanships, and religious creeds, this experiment confirms a
correlation between the user’s identity and the user’s social media feed. Data obtained
throughout this experiment demonstrated that, based on specific identity traits, posts trended
towards two extremes — posts would confirm pre-existing beliefs of their targeted audience or
would actively encourage discourse by provoking the user.

1 Introduction
The Internet’s profound influence on global connectivity stands as one of its most

transformative impacts since its inception. The Internet has since birthed accessible social
communities between people regardless of their location and language. Over time, these
platforms have evolved into wholly new forms of communication that vary widely in their
purpose and implications.

Traditional media outlets, such as printed newspapers and radio, have migrated into the
online sphere, but they have not managed to overthrow the cultural influence that social media
currently holds. The pursuit of user engagement remains the paramount objective of private
enterprises; social media corporations are no exception in adhering to this principle.

Although social media companies do not exert direct control over the content that is
created by their users, they have ensured total authority over the content that is ultimately
presented to their users. The algorithm, a broad concept that encapsulates the complicated
organization of content on social media platforms, has enabled uniquely personalized feeds.

The advent of short-form content has recently ushered in an unprecedented surge in social
media users, lowering the threshold for content creation and exponentially enhancing access to
entertainment. And despite the evident necessity for research, there exists a gaping hole in
research related to the impacts of short-form content, especially considering the expansive grasp
that it has made on its users.

In an era of vast media options, people often gravitate to sources that align with their
preexisting views, inadvertently reinforcing their perspectives and intensifying polarization.
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Before the age of the Internet, people would build loyalties to specific broadcast channels or
certain op-ed columnists; these institutions would propagate consistent ideologies to their
audience. Conversely, social media has enabled its audience to personalize their exposure to
content; the divergence in both sources of information and the form in which information is
delivered has fostered an environment where dialogue is harsh, and compromise is scarce. The
inherently unsubstantial nature of short-form content encourages its audience to blindly accept
content and construct undereducated opinions.

Social media platforms have exerted considerable influence over the dissemination of
political events, the shaping of online discourse, and the formation of beliefs amongst their users.
In light of these dynamics, this experiment delves into the distinctive characteristics of
short-form social media as sources of political information.

2 Background
2.1 Political Polarization

Political polarization, the ideological divergence within political landscapes, is a
phenomenon that has begun to plague America.27 Though political scientists vary in their stance
on polarization, it’s clear that the adoption of extreme ideological views and unification against
partisan foes are detrimental to democracy: 92% of Republicans are more conservative than the
median Democrat, while 94% of Democrats are more liberal than the median Republican.28;29

2.2 To Choose A Side
American journalist Ezra Klein explains that political media, in an attempt to

commercialize its content in the age of the Internet, aims to garner political interest from
newcomers to politics by promoting the concept of “choosing a side.”30 Gradually, both
Democrats and Republicans in the United States have shown largely inflated assumptions about
their partisan opposition. Inaccuracies in these assumptions have become more pronounced in
direct relation to the consumption of political media.31

Polarized media doesn’t seek common ground; instead, it weaponizes differences.32

Identity politics constitutes a socio-political framework premised on the idea that personal
characteristics, including race, gender, sexual orientation, and ethnicity, significantly influence
one’s political beliefs. While identity politics acknowledges the historical and systemic injustices
faced by marginalized groups, it is often misused to vilify opposing political factions, relying on
anecdotal stereotypes rather than substantive evidence. Klein concurs, “The problem in our
system is that it is built so that in conditions of polarization, there is not a way to resolve
disagreement. This system gridlocks into forms of paralysis of just unending conflict.”33

33 (Klein, “Why We’re Polarized: A Conversation with Jamelle Bouie on the Ezra Klein Show”)
32 (Klein, “Ezra Klein’s Why We’re Polarized Excerpt: The Media’s Role”)
31 (Ahler and Sood)
30 (Klein, “Ezra Klein’s Why We’re Polarized Excerpt: The Media’s Role”)
29 (Pew Research Center, “Political Polarization in the American Public”)
28 (Jilani and Smith)
27 (Heltzel and Laurin)
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Identity politics has emerged as a potent catalyst for polarization, fostering an “us versus
them” mindset where people rationalize their political beliefs based on their judgment of certain
identity traits. A notable example of this phenomenon is evident in statements made by
international figures such as Donald Trump, who called for a “total and complete shutdown of
Muslims entering the United States,” characterized illegal Mexican immigrants as “rapists,” and
made derogatory remarks about an Indiana-born federal judge of Mexican descent, accusing him
of bias.34

2.3 The Impact of Sources
American educator Neil Postman asserts that different communication mediums

manipulate our perception of reality and the ways that we process information. In other words,
differences in the source of information can contribute to further political polarization and
general misinformation. Postman opines that the written word, such as books and print media,
encourages rational thinking alongside in-depth analysis for the readers to digest the information
that they are presented. In contrast, Postman believes that entertainment-based media, primarily
television, encourages a shallow and emotionally driven way of processing information.35

2.4 The Influence of Personal Identities
In his quest to understand morality, American social psychologist Jonathan Haidt affirms

that all members of society, regardless of their demographic, can recognize the difference
between moral rules and social conventions.36 Haidt notes that while moral rules hinge on
preventing harm, social conventions are far more subjective and often depend on emotions of
disgust and blatant disrespect.37

This definition of social conventions explains the differences in what is considered
acceptable across different demographics.38 The Pew Research Center demonstrated this notion
in a comprehensive survey that analyzed the beliefs of five generations of people–Generation Z,
born after 1996; Millennials, born 1981 to 1996; Generation X, born 1965 to 1980; Baby
Boomers, born 1946 to 1964; and the Silent Generation, born 1928 to 1945. Numerous surveys
demonstrate a trend that correlates increasing age with beliefs of free market capitalism, patriotic
faith in the United States, disinclination towards same-sex and interracial marriages, preference
for a patriarchal family structure, and discomfort regarding gender fluidity.39

Haidt notes that there exists a rider-elephant relationship when it comes to social
conventions. He theorizes that there are two parts of the mind — the controlled mind, which is
rooted in conscious thought, and the automatic mind, which is determined by instinct. Haidt
notes that people let their automatic mind take over their controlled mind when morally

39 (Parker et al.)
38 (Haidt 79–80)
37 (Haidt 63)
36 (Haidt 42–43)
35 (Postman 45–46)
34 (Chua)
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dumbfounded. In other words, people often let their gut feelings justify their reasoning, even
when their reasoning is unfounded.40 This is prominent in partisan bias in the United States, as
voters are unlikely to change their opinions about certain candidates regardless of the
momentous events that they may be responsible for.41 “Voters will prefer to support a corrupt
politician when the alternative is to support a politician who takes a fundamentally different
policy stance.”42 As such, politicians are easily absolved of their sins if they can secure support
from a particular demographic of people.

2.5 Communication-based Social Media Platforms
Communication-based platforms like Twitter and Reddit, originally designed for

interpersonal communication, have, over time, shifted their focus towards amplifying the
expression of opinions.

Social media platforms are, at their core, profit-driven entities that hinge on user
engagement. As such, these platforms are incentivized to manipulate content distribution to
strategically drive online traffic.43 This led to such platforms manufacturing incentives for users
to visit, scroll through, and actively engage with their interfaces.

Of course, people have been conversing with others remotely for centuries. And yet these
communication-based platforms allowed for both unprecedented speed and infinite variability in
human interactions. Not only did people converse with others, but they could search for
information, join communities with common interests, and spread their own opinions.44 As such,
as people become more reliant on social media platforms as a form of conversation, they become
more inclined to rely on these platforms to educate themselves.

To make matters worse, social media platforms captivate their users by promoting
content that fits their criteria for high engagement. Due to the provoking nature of political
content, this type of media has often seen surges in popularity amongst users.45 Furthermore, the
geographic and identity anonymity that these platforms grant to their users encourages people to
act comparatively more aggressively and radically than they would have in real-life encounters.46

The hostile environment fostered on these platforms encourages people to join others
who share their opinions and defend their beliefs against those who disagree. This phenomenon
confirms Klein’s notions that the modern political landscape encourages its members to choose a
side.47 People with the “same” opinions nurture stereotypes and aggressive stances against those
who do not share their beliefs. Essentially, these social media platforms became indirectly
responsible for gradual political polarization due to the toxic communication they embraced and
promoted to their users worldwide.

47 (Klein, “Ezra Klein’s Why We’re Polarized Excerpt: The Media’s Role”)
46 (Konnikova)
45 (Kohrs)
44 (Laub)
43 (Kohrs)
42 (Jankowski et al.)
41 (Burns)
40 (Haidt 134–135)
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2.6 Content-based Social Media Platforms
On the other hand, content-based platforms, such as Instagram and YouTube, were

designed for those who want to share digital media. These social media platforms encouraged the
onset of content creators, commonly referred to as influencers, who helm online communities.
Faced with unlimited sources of information, users have begun prioritizing personal trust over
generic popularity.48 Users develop para-social relationships with their favorite influencers,
which means that these users are ensured to engage with content on these social media platforms
and encourage others to begin creating their own communities.

These influencer-derived communities become centralized networks in which even the
tiniest bit of partisan bias expressed by the influencer can result in an amplified opinion spread
throughout the community.49 In fact, recent research demonstrates that younger generations
(specifically teens and adults in Generation Z) show unprecedented loyalty to social media as a
source of their daily news.50 As per Postman’s judgment, these individuals are driven to make
uneducated opinions after being emotionally manipulated by their favorite content creators.

On that note, Postman questions the validity of the sources that visual media base their
information on: "Why do you assume the accuracy of a printed referenced citation but not a
speech-referenced one?... You are mistaken in believing that the form in which an idea is
conveyed is irrelevant to its truth.”51 Contrary to the emphasis on citing credible sources in
academic journals and research, political debates participated by social media users are often
scarce with evidence.

Though the impact is often not as extreme, influencers have developed a level of
persuasion attained by leaders of cults. For example, Ben Shapiro has embraced the online
connectivity of his platform to spread his opinions to a wider population. He benefits from both
his radical community that shares his beliefs and those who obsessively engage with his content
out of vehement disagreement.

When introduced to the proponent of an idea, people are likely to submit to basic instincts
of contextual or implicit bias. In an age of influencers and celebrities, they form loyalties with
these individuals by watching their content, supporting their opinions, and aligning with their
objections. This becomes especially dangerous when these influencers turn political.52 Instead of
aligning with their own beliefs created from their own consideration and intuition, people fall
victim to blindly following the opinions of others. As such, users unknowingly begin shaping
their opinions based on their reaction to the reasoning of influencers, regardless of this
individual’s professional credibility or prior education.

2.7 Social Media’s Nonexistent Credibility

52 (Lai)
51 (Postman 63)
50 (Watson)
49 (Centola)
48 (Dahan)
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From a broad perspective, social media has significantly altered the political landscape,
as all Internet users are able to produce and disseminate information, regardless of their
credibility. Though not all incorrect information spread on social media is founded on malicious
intent, content creators are convinced that they demonstrate knowledge due to their abundant
exposure to information online. Researchers demonstrated that Americans who relied on
television and social media for their political content were twice as likely to have low political
knowledge as those who refer to newsprint and radio.53

Furthermore, social media users become accustomed to the simple, convenient nature of
these platforms, meaning that they are highly unlikely to verify the veracity of their sources and
consider various perspectives. Since content is advertised based on user engagement and not the
value of information, content creators are encouraged to focus on how they present themselves
online rather than prioritizing reliability; these practices create a cycle of rapidly spreading
misinformation.

Instead of being given a comprehensive breakdown from reliable political scientists, an
increasing number of people in the younger generation (ages 18-24) are choosing to obtain their
political information from discussions between strangers in the comments of a YouTube video,
satirical Reddit posts that reference obscure political controversies, or the radical ideologies
propagated in a 280-character-long Tweet.54 This practice is further exacerbated with short-form
content, which is designed to be digestible, fleeting content that lurks in our minds in an
ambiguous yet consequential way.

These individuals believe that their repeated exposure to a variety of political information
allows them unparalleled truth, a phenomenon known as the illusory truth effect.55 In reality,
research reveals that Americans who turn to social media as their main source of political
information are multiple times less likely to be invested and demonstrate awareness of various
political topics, specifically presidential elections and pandemic news.56

Postman criticizes visual media and how it intentionally imitates information; he argues
that “a news show, to put it plainly, is a format for entertainment, not for education, reflection or
catharsis.”57 Though Postman was reflecting on the composition of television media in the ’80s,
his depiction of visual political content perfectly encapsulates modern politics on social media.
Content creators, much like television hosts, must ensure that their content “encompasses all
forms of discourse” and that their content “must be a complete package in itself” in order to
appeal to as many people as possible.58;59 As such, visual content is bound to attract viewers but

59 (Postman 265)
58 (Postman 178)
57 (Postman 168)

56 (Mitchell et al., “2. U.S. Adults Who Mostly Get News through Social Media Lag behind Others in Attention to
Election and Pandemic News”)

55 (Wikipedia Contributors)
54 (Booth et al.)

53 (Mitchell et al., “Americans Who Mainly Get Their News on Social Media Are Less Engaged, Less
Knowledgeable”)
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fails to deliver valuable information. Newsprint and radio are not entertaining because, unlike
visual media, they require genuine contemplation and historical examination.

2.8 The Algorithm
Institutions, such as printed newspapers and cable news, are held accountable for the

accuracy of their sources and the nuance of their opinions.60 Conversely, social media is built on
the content of individuals. Social media platforms themselves hold comparatively less
responsibility for the content on their platforms as long as they abide by their relatively lenient
policies–Section 230 of the 1996 Communications Decency Act shields social media companies
from being held accountable for the content spread on their platforms.61

The targeting of certain demographics is easier than ever through social media, as these
platforms provide content creators with analytics to help them mold content to ensure that it
reaches their target population. And despite the power to potentially disseminate content to
millions of users, individual content creators are not responsible for the consequences of their
content. When the burden of decades of brand loyalty is replaced by a hunger for fame,
individual content creators are given more freedom in how they present their content. More often
than not, influencers begin implementing tactics ranging from clickbait thumbnails to
rage-inducing opinions to ensure user engagement.

In fact, social media platforms secretly enjoy this type of content. While you won’t see
any representatives helming these ideals, they embrace this content as it ensures user
engagement. “Whereas editors once decided which stories should receive the broadest reach,
today recommender systems determine what content users encounter on online platforms – and
what information enjoys mass distribution.”62

Recommender systems, commonly referred to as algorithms, offer an efficient and
relatively accurate system of dictating what content is shared with which people. Algorithms will
gather inventories of all content published on the platform and compile user activity (e.g., posts,
likes, shares) relevant to each post.63 A built-in integrity process validates that published content
does not violate platform guidelines, primarily in the realms of copyright infringement and
graphic content.64;65 Algorithms then identify and rank users based on their likelihood to engage
with the content, with repeated processes ensuring an improved algorithm with heightened
accuracy.

2.9 Short-Form Content
Short-form content, a recent sensation, refers to video media on social media sites that are

often limited to a maximum length of one minute. This content is differentiated from other types

65 (YouTube Help, “Age-Restricted Content - YouTube Help”)
64 (YouTube Help, “Copyright Strike Basics - YouTube Help”)  
63 (Meserole)
62 (Meserole)
61 (Ortutay)
60 (Fengler)
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of content, often designated its own section on various social media platforms (e.g., YouTube
and Shorts, Instagram and Reels, Snapchat and Spotlight). Unlike its long-form counterparts,
which demand more time and attention from consumers and require more effort and experience
from its creators, short-form content is characterized by its brevity. As such, short-form content
is both highly accessible and incredibly shareable, making it an effective tool for disseminating
ideas, entertainment, and information across diverse audiences.

But the most notable quality of short-form content is that it weaponizes both visual and
auditory components to grab the attention of its users. Unlike pictures, where users are forced to
read, short-form content can utilize its video format to read out their information.66

In an attempt to capture readers’ attention and curiosity in an age where social media
platforms are heralded as the preferred source of information consumption, content creators have
begun to utilize ‘clickbait’ – overpromising yet underwhelming content. Creators are able to
view the relevant analytics that reflect the public reception of their content, meaning that they are
able to hone their content to prioritize its recommendation to their target demographics.67

Unlike other content types, short-form content is often scroll-based, which presents users
with an opportunity to build relationships with these platforms that are different from their
previous exposure to social media. Instead of having the opportunity to choose which content
they will view based on captivating thumbnails and eye-catching titles, users are immediately
engaged with the short-form content. As such, short-form content creators often exploit
compelling visuals, concise storytelling, and engaging hooks to create an immediate sense of
intrigue that beckons viewers to stay tuned; users often binge-watch content from a specific
creator, unknowingly developing strong parasocial relationships with these influencers.
Furthermore, short-form content algorithms possess the remarkable capability to develop an
exceptionally accurate comprehension of each user, owing to their ability to amass a vast and
diverse dataset from their user base.68 Beyond merely sifting through a wide array of content to
pinpoint a user’s niche preferences, these algorithms leverage the ingenious “infinite-scroll”
design inherent in their platforms to entice users to endlessly contribute data to their
ever-evolving algorithms.69

However, the fast-paced, quantity-over-quality approach to content that short-form media
promotes is largely detrimental to the political education of its audiences. Research demonstrates
individuals who rely on social media for their political news are almost four times less likely
than those who turn to cable television and print newspapers to have actively followed the 2020
election.70 Not only did the emphasis on engagement encourage creators to promote controversial

70 (Mitchell et al., “Americans Who Mainly Get Their News on Social Media Are Less Engaged, Less
Knowledgeable”)

69 (Woolley and Sharif)
68 (Potrel)
67 (Witte)
66 (Reese)
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opinions and conspiracy theories online, but the culture of online humor often downplays the
grave importance of certain political events.71;72

3 Data and Methodology
This research sheds light on the intricate relationship between user preferences and the

content that they encounter in the political sphere, providing valuable insights for understanding
the dynamics of information dissemination on social media.

After creating a variety of new social media accounts on Instagram, we curated them
based on numerous “stereotypical” identities — sex, religious creed, and political partisanship.
Note that, apart from sex, this experiment used different accounts to engage — like, share,
comment — with a myriad of content. If the content provided aligned with the account’s
particular identity, the engagement would be increased.

The sex of the accounts was given the most concrete alignment. Not only were accounts
assigned their particular sex during account creation, but they engaged with topics that tended to
align with previous research conducted on gender-based interests.

Religious creed was the most straightforward identity to engage with; this was done to
emulate how general populations show opposition towards other religions, as well as
unconditional support for their own religious beliefs. As such, when proposed with religious
content, the accounts would engage with these posts only if they matched the account’s assigned
creed. The religions that were considered were Christian, Muslim, and atheist.

Political partisanship was split into two characteristics: right-leaning and left-leaning.
Accounts were built by mimicking “natural” social media usage while manufacturing an identity
that demonstrated clear yet nuanced partisanship. For instance, right-leaning accounts followed
various conservative social media influencers, including, but not limited to, Ben Shapiro,
Candace Owens, and the Tates.

But more importantly, this experiment focused on engagement when curating political
partisanship (e.g., likes, comments, shares, views). With right-leaning accounts, this experiment
prioritized content that promoted ideals such as free markets, Second Amendment rights, pro-life
abortion, and traditional religious doctrines. On the other hand, with left-leaning accounts, this
experiment prioritized exposure to ideologies such as LGBTQ+ support, social welfare
programs, environmental protests, and pro-choice abortion.

This experiment aims to demonstrate how variances in user identities translate to the
dissemination of content, which would then provide some insight into the extent to which
short-form content affects its user’s identity and beliefs. In other words, this experiment aims to
find the correlation between user identity and the type of content that populates their feeds.

4 Findings

72 (Ohio State University)
71 (Kulkarni)
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The accounts created and curated for this experiment were labeled based on their specific
gender identity, political partisanship, and religious creed. Male and female were abbreviated M
and F, respectively. Right-leaning and left-leaning were abbreviated R and L, respectively. As for
the creed, Christians were Ch, Muslims named Mu, and Atheists named At.

Data was collected by counting the number of political reels in a collection of thirty
consecutive reels. There were a total of five trials to gather data for each account. This data was
then sorted based on how many reels aligned with each of the three identity markers.

5 Discussion
5.1 Error Analysis

Despite the thoroughness of the execution of this experiment, it faced numerous potential
sources of error. Most importantly, this experiment notes the inauthentic representation of the
accounts that were generated for this research. Though these accounts were curated to fit their
particular assigned identities, this experiment was not particularly interested in curating a natural
usage of social media. Though social media has transformed into a main source of political
information, its appeal comes from its variability in usage. As such, users of social media often
use these platforms not solely for political information but to satisfy their desire for
entertainment and communication. These accounts were not concerned with creating a realistic
user history of either engaging with content that was unrelated to our research nor did it develop
any relationships with other users. In fact, some of our accounts were banned by Instagram on
suspicion of being fake accounts, demonstrating the uncanny nature of these accounts.

Furthermore, this experiment is simple in its characterization of identities. For instance,
the political partisanship of these accounts was simply segregated into right-leaning or
left-leaning, which fails to account for those who take a neutral stance, or those with varying
degrees of radicality. Moreover, it must be noted that people tend to have a nuanced relationship
with politics, and their ideologies may not perfectly fit within the boundaries of a single
partisanship. On the other hand, this experiment fails to reflect on important identity
characteristics, such as ethnic identity or age.

Likewise, this experiment struggles with its sample size. Even though around five to ten
hours were spent on curating each account, this experiment concluded that its sample of twelve
accounts was not enough to imply a concrete relationship between identity and content
configuration.

5.2 Analysis of Accounts Based On Sex
Certain corners of social media have degraded into cesspools of toxic masculinity. In

these spheres, circulating content repackages gender stereotypes and misogyny as new
revelations dubbed as "red pill" ideology. Especially considering the onset of certain influencers
that have perpetuated the notion that “modernity is killing masculinity,” such content has seen
substantial popularity amongst certain users.73

73 (Kimeu)
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Fig 1. a. This chart depicts the number of reels that aligned with
gender in each trial for each account.

Fig 1. b. This chart depicts the change in the total number of reels
that aligned with gender across the five trials.

On the other hand, gender studies have demonstrated both the vast representation of
feminism and the merciless spread of gender stereotypes on social media. Not only do female
influencers fuel unrealistic, dangerous beauty standards, but the hostile landscape of social media
has given way to radical neoliberal feminism.74

74 (Roberti)
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The presence of gender-based content is well documented in this experiment’s collected
data. Not only did the content recommended demonstrate a correlation with the gender provided
during account creation, but there was observed to be some semblance of a relationship for
which accounts gained more gender-based content. For instance, right-leaning and male accounts
would receive toxic masculine content, while left-leaning and male accounts would be exposed
to a comparatively decreased number of such content. This discovery corroborates pre-existing
data that hypermasculinity and misogyny tend to lean towards the right, especially amongst
younger populations.

5.3 Analysis of Accounts Based On Political Partisanship
The experiment’s findings aligned with those demonstrated in previous studies

researching the impact of gender demographics on political partisanship. For instance, previous
research has demonstrated that young women are inclined to lean liberal (with trends
skyrocketing in the past few years), while young men demonstrate general indifference to
politics and tend to prefer the status quo (thus, leaning right).75;76;77

Fig 2. a. This chart depicts the number of reels that aligned with
political partisanship in each trial for each account.

77 (Visé, “High School Boys Are Trending Conservative”)
76 (Cox)
75 (Visé, “Young Women Are Trending Liberal. Young Men Are Not”)
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Fig 2. b. This chart depicts the change in the total number of reels
that aligned with political partisanship across the five trials.

This data well represents the notion of political polarization fueled by social media usage.
For instance, a 2018 Northwestern University study notes that exposing individuals to content
that ideologically differs from their own simply encourages users to further reinforce their
preexisting beliefs.

However, this polarization is difficult to explain when data regarding polarization appears
to remain relatively unfazed. And yet, political discourse seems more violent and intolerant than
ever. The Wall Street Journal suggests that while ideological polarization — “how far apart
members of each party are on all issues” — has stayed stable over decades, affective polarization
— “how much people of one party dislike members of the opposite party” — has skyrocketed in
recent years, with much of this effect attributed to social media.78

5.4 Analysis of Accounts Based on Religion
The Pew Research Center discovered that Christian Americans would use social media as

a complementary means to practice their faith. Their study demonstrates that adults aged 18 to 29
were almost two times more likely to see religion shared online in contrast with adults aged 50 or
more — 61% and 31%, respectively. This information, though restricted to Christian
denominations, reveals that young social media users, who are more likely to view short-form
content in this day and age, will likely be exposed to a variety of religious content online.79

79 (Pew Research Center, “Religion and Electronic Media”)
78 (Mims)
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Fig 3. a. This chart depicts the number of reels that aligned with
religion in each trial for each account.

Fig 3. b. This chart depicts the change in the total number of reels
that aligned with religion across the five trials.

This experiment corroborates these findings with a broader view of content based on
other, previously unaccounted-for religious beliefs. For instance, Muslim accounts tended to
receive content that skewed towards a defense of their religion, which aligns with ongoing trends
of Islamophobia.80 On the other hand, atheists were met with two opposite extremes: content that
criticized religious creeds for their supposed irrationality and excessively religious content that

80 (Venkatraman and Alsharif)
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was populated with angry comments from other atheists. Moreover, this study accounts for
accounts with an association to Christianity, noting that most of their content encouraged others
to “read the Bible” or “follow the teachings of Christ,” with a semblance of a contemporary
Jehovah’s Witness.

6 Conclusion and Discussion
Because social media has become second nature to so many of us, it further emphasizes

the need to understand the potential consequences of this seemingly harmless vessel for
communication and content consumption.

More specifically, this study considered a collection of accounts that represented various
gender orientations, political partisanships, and religious creeds; in the end, it demonstrates a
gradual but clearly observable trend of social media short-form content aligning with user
identity metrics. This study illustrates a relative confirmation of pre-existing studies surrounding
media-incited polarization or the structure of social media platforms, as demonstrated by the
collection of data based on the frequency of content that aligned with certain key identifiers for
the account’s assigned identity traits.

There exist various opportunities for research in regards to considering a wider range of
identities, ensuring consistency between accounts, and conducting the experiment on a larger
scale. Analyzing trends in discourse amongst comments will reveal the climate of political
debate online. Observing such trends amongst multiple platforms can provide a more nuanced
look at potential patterns in short-form content distribution. Surveys will ensure that the
quantitative data will come from nuanced feeds and that the qualitative data will provide
first-hand insight into these social media users.

And, considering that short-form content is fairly new to the public, it is imperative that
future research delve into short-form content. For instance, considering a wider demographic will
help to verify the proposed correlation between short-form content and political partisanship.

Still, this initial step in considering the effects of short-form content provides insight into
the necessity for further experiment and, in doing so, brings us one step closer to diminishing the
destructive nature that short-form content may have on our political landscape if untamed.
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Unraveling The Mystery Of Medicine Effectiveness: A Comprehensive Analysis by Kurlus
Kurlus

Abstract
This study addresses the critical issue of medicine effectiveness, a fundamental aspect of

modern healthcare. I aim to understand the factors that contribute to the efficacy of medicines,
such as pharmacodynamics, pharmacokinetics, patient adherence, and personalized medicine. I
hypothesize that integrating these elements will enhance our understanding and management of
medical treatments, leading to improved patient outcomes. Using a comprehensive literature
review and interviews with healthcare professionals, I examined drug mechanisms, absorption
rates, patient compliance, and genetic factors. My findings indicate that the mechanism of action
and therapeutic window are crucial for drug effectiveness, as seen with penicillin’s inhibition of
bacterial cell wall synthesis. Pharmacokinetics highlighted the importance of administration
routes and metabolic pathways, exemplified by amoxicillin’s excretion rates in varied renal
conditions. Simplified dosing regimens significantly improved patient adherence, particularly in
chronic conditions like HIV/AIDS. Personalized medicine, through genetic testing and
biomarkers, demonstrated its potential in tailoring treatments, enhancing efficacy, and reducing
adverse effects, evidenced by HER2-targeted therapies in breast cancer. This multifaceted
approach is essential for optimizing medical treatments, underscoring the need for continued
research and innovation in personalized medicine to transform patient care and improve health
outcomes.

Keywords: biochemistry, medical biochemistry; medicine, medicine effectiveness

Introduction
The quest for effective medicine is at the heart of modern healthcare. Medicine

effectiveness is influenced by numerous factors such as pharmacodynamics, pharmacokinetics,
patient adherence, and personalized medicine. Pharmacodynamics involves the drug’s biological
and physiological effects on the body, while pharmacokinetics examines how the body affects the
drug through absorption, distribution, metabolism, and excretion (Rang et al., 2012).
Understanding these processes is crucial for developing treatments that achieve desired
therapeutic outcomes. Patient adherence and personalized medicine further complicate this
landscape, as individual behaviors and genetic variations significantly impact treatment success
(Osterberg & Blaschke, 2005).

Effective medicines not only need to interact correctly with biological targets but must
also navigate the human body’s complex systems to exert their effects. Penicillin, for instance,
works by inhibiting bacterial cell wall synthesis, making it a powerful antibiotic for infections
such as streptococcal pharyngitis (Katzung et al., 2012). However, the pharmacokinetics of a
drug, including how it is absorbed, distributed, metabolized, and excreted, plays a significant role
in its overall effectiveness (Rang et al., 2012).
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Patient adherence is another critical factor. Non-compliance can result from complex
dosing schedules, side effects, or misunderstanding the treatment’s importance, leading to
suboptimal health outcomes (Osterberg & Blaschke, 2005). Simplifying dosing regimens and
providing adequate patient education can significantly enhance adherence, especially in chronic
conditions like HIV/AIDS.

Personalized medicine, through genetic testing and biomarkers, has the potential to tailor
treatments to individual patients, enhancing effectiveness and minimizing adverse effects
(Collins & Varmus, 2015). For example, HER2 status in breast cancer patients guides the use of
targeted therapies like trastuzumab, improving outcomes for those with HER2-positive tumors.

In conclusion, this study hypothesizes that a comprehensive understanding of
pharmacodynamics, pharmacokinetics, patient adherence, and personalized medicine will
enhance the effectiveness of medical treatments. My results support this hypothesis, highlighting
the need for continued research and innovation in personalized medicine to optimize patient care
and improve health outcomes.

Methodology
This research employs a comprehensive literature review, analyzing peer-reviewed

journals, clinical trial data, and authoritative textbooks. Additionally, I conducted interviews with
healthcare professionals, including doctors, pharmacists, and researchers, to gain practical
insights into the real-world application and challenges of medicine effectiveness.

Results and Discussion
Pharmacodynamics

• Mechanism of Action: At the core of a medicine’s effectiveness is its mechanism
of action, which describes how the drug interacts with cellular receptors or enzymes. For
instance, antibiotics like penicillin inhibit cell wall synthesis in bacteria, leading to bacterial
death and the treatment of infections such as streptococcal pharyngitis (strep throat) (Katzung et
al., 2012) (Figure 1).

• Receptor Binding: The affinity and selectivity of a drug for its target receptor are
crucial. For example, beta-blockers like metoprolol selectively block beta-1 adrenergic receptors
in the heart, reducing heart rate and blood pressure in patients with hypertension and angina
(Rang et al., 2012) (Table 1).

• Therapeutic Window: The range between the minimum effective dose and the
toxic dose defines the therapeutic window. Insulin, used in diabetes management, has a narrow
therapeutic window, requiring careful monitoring of blood glucose levels to avoid hypoglycemia
(Katzung et al., 2012).

Pharmacokinetics
• Absorption: The route of administration significantly affects absorption. Oral

drugs like metformin, used in type 2 diabetes, must survive the acidic environment of the
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stomach and the metabolic processes in the liver, known as first-pass metabolism. In contrast,
intravenous drugs like morphine, used for severe pain, enter the bloodstream directly, offering
rapid and complete absorption (Rang et al., 2012).

• Distribution: Once absorbed, drugs are distributed throughout the body via the
bloodstream. Factors such as blood flow, tissue permeability, and protein binding affect
distribution. Lipid-soluble drugs like diazepam can cross the blood-brain barrier, reaching central
nervous system targets to treat anxiety and seizures (Rang et al., 2012).

• Metabolism: The liver plays a key role in metabolizing drugs, converting them
into more water-soluble compounds for easier excretion. The enzyme cytochrome P450
metabolizes many drugs, including the anticoagulant warfarin. Genetic variations in these
enzymes can influence drug metabolism rates among individuals (Collins & Varmus, 2015).

• Excretion: The kidneys are the primary organs for drug excretion. Renal function
significantly affects drug clearance. For example, the antibiotic amoxicillin is primarily excreted
by the kidneys, and impaired renal function can lead to drug accumulation and toxicity (Katzung
et al., 2012) (Figure 2).

Patient Adherence
• Compliance: Adherence to medication regimens is vital for achieving desired

therapeutic outcomes. Non-compliance can result from complex dosing schedules, side effects,
or a lack of understanding of the treatment’s importance. For instance, patients with HIV/AIDS
need to adhere strictly to antiretroviral therapy to prevent viral resistance and maintain immune
function (Osterberg & Blaschke, 2005).

• Behavioral Factors: Psychological factors, such as motivation and belief in the
efficacy of the treatment, as well as social support, can influence adherence. Simplified dosing
regimens and patient education can significantly improve compliance. For example, once-daily
dosing of antihypertensive medications can enhance adherence compared to multiple daily doses
(Osterberg & Blaschke, 2005) (Table 2).

Personalized Medicine
• Genetic Factors: Variations in genes can affect how individuals respond to

medications. For example, genetic testing can identify patients who metabolize drugs like
warfarin rapidly or slowly, allowing for dosage adjustments to optimize efficacy and minimize
side effects (Collins & Varmus, 2015).

• Biomarkers: Biomarkers are measurable indicators of biological processes or
responses to treatments. Using biomarkers can help tailor treatments to individual patients,
enhancing effectiveness. For instance, HER2 status in breast cancer patients guides the use of
targeted therapies like trastuzumab, improving outcomes for those with HER2-positive tumors
(Collins & Varmus, 2015) (Figure 3).a a

External Factors
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• Quality of Medicine: The effectiveness of a drug can be compromised by poor
manufacturing practices, improper storage conditions, or counterfeit products. Ensuring
high-quality production and storage is essential for maintaining drug efficacy. For example,
vaccines must be stored at specific temperatures to remain effective (DiMasi et al., 2003) (Table
3).

• Healthcare System: Access to healthcare, affordability of medications, and the
quality of healthcare services play crucial roles in treatment outcomes. In regions with limited
healthcare resources, even the most effective drugs may not achieve their potential impact. For
instance, access to antimalarial drugs like artemisinin can be limited in some developing
countries, affecting malaria treatment success (DiMasi et al., 2003) (Figure 4).

Conclusion
The effectiveness of medicine is a complex interplay of pharmacodynamics,

pharmacokinetics, patient adherence, personalized medicine, and external factors. My study
found that integrating these diverse elements can significantly enhance understanding and
management of medical treatments. The hypothesis that a comprehensive approach improves
patient outcomes was supported by my findings. Continued research and innovation in
personalized medicine are essential for optimizing treatment strategies and improving patient
outcomes.
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Figures and Tables
Figure 1: Mechanism of Action of Penicillin
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Description: Penicillin binds to penicillin-binding proteins in bacterial cell walls, inhibiting cell
wall synthesis and leading to bacterial cell death.

Figure 2: Excretion of Amoxicillin
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Description: Excretion rates of amoxicillin in patients with normal and impaired renal function.

Figure 3: Use of HER2 Biomarkers in Breast Cancer
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Description: The role of HER2 status in guiding breast cancer treatment with trastuzumab.

Figure 4: Access to Artemisinin in Malaria Treatment
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Description: Access levels to artemisinin in different regions for malaria treatment.

Table 1: Affinity and Selectivity of Beta-Blockers

Drug Affinity (beta-1) Selectivity (beta-1 over
beta-2

Metoprolol 8.2 74

Propranolol 7.8 4

Table 2: Adherence Rates with Different Dosing Regimens

Dosing Regimen Adherence Rate (%)

Once-daily 85

Multiple-daily 70

Table 3: Storage Requirements for Vaccines
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Vaccine Storage Temperature (°C)

Varicella -20

Hepatitis B 2-8

MMR 2-8

Influenza 2-8
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Relationship Between Social Intelligence and Bullying Behavior in Global Education City
By Eunji Choi

Abstract
The paper aimed to discover the relationship between the unique befriending behavior of

the students in Global Education City and their emotional sensitivity. Social intelligence, also
known as emotional intelligence, refers to one’s ability to sense and understand how and why
other people feel certain ways. Low social/emotional intelligence could lead to issues relating to
social interactions or interpersonal relationships. In Global Education City located in Jeju-island,
South Korea, a unique befriending behavior has been detected. The students in this city rarely
experience change in friend groups and hesitate to open themselves up to new incoming students.
The result of this research identifies a correlation between such a trend and the social/emotional
intelligence of these students, suggesting a possible cause of the phenomenon. Although future
research should be conducted in order to identify stronger relationship between these two, this
research could be considered a good start to resolve issues relating to friend group to as far as to
teenage suicides.

Introduction
As students grow, they experience change in many different ways. One big change that

students go through is the friend group that they are part of. In most of the cases, moving from
elementary school to middle school, then from middle school to high school, students attend
different schools, forming a new friend group each time they are thrown into a new environment.
However, this is not the case for students in Global Education City (GEC) located in Jeju island,
South Korea. The students here rarely encounter change in friend groups, since the schools are
combined into one, from kindergarten to high school. In other words, students go from
kindergarten to high school with the same classmates, leading to less opportunity for them to
experience change in friend groups or group dynamics.

This poses another challenge for the new students that transfer to schools in GEC in later
years of school life, like in high school; because the friend group is already so tight by the time
students graduate middle school and move to high school, it is hard—in fact, almost
impossible—for the new students to become part of an already existing friend group. Statistics
prove that about 1,500 students have graduated from GEC schools since 2014, showing that
many students spend their teenage years in an environment where they face minimal change in
friend group or dynamic (Oh, 2022). Furthermore, this contributes to bullying and outcast issues,
as there is no change in interpersonal relationships throughout 12 years of school life. Thus, if a
student fails to join a friend group within the first few months in the new school, they will highly
likely be all by themselves for the rest of the school life. This could cause serious exclusion
issues and even far as to bullying and suicide of teenagers.

Literature Review
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Bullying issues in GEC schools was a regularly reported issue. In one of the schools in
the GEC, a freshman struggled from bullying from peers. The student was sexually harassed and
beaten up, and despite reporting it to the school counselors, the issue was not resolved as the
bullyer simply said it was not serious, but rather a joke (Park, 2013). The interview shows how
students couldn’t find another friend group to fit in, therefore had to suffer for almost two full
years. Moreover, as the research proves, failure of adults to intervene and control the situation
worsened victimization and bullying behaviors (Bouchard, 2018).

Such identified issues have been continuous for a decade as Jeju has a second highest
teenage suicide rate in Korea (Kim, 2023). Considering that Jeju is merely a small island, the
issue of teenagers being stressed and unable to cope with their emotions is an urgent problem
that requires immediate solution.

Now, what could possibly be causing such an issue? One possible cause of the conflict
here could be an increase in individualism. According to research, there is an apparent global
trend of increasing individualism among people (Santos, 2017). The findings from the research
applies to GEC schools as well; in other words, students are more likely to focus on themselves
rather than the other students, which means whether or not the new students adapt well to the
new environment is no concern of the returning students, showing lack of sympathy. Another
study supports the same: the trend shows that there has been a rise of ego in American colleges
over time, showing how teenagers these days are more egocentric and less selfless compared to
the past (Twenge, 2008). Such a phenomenon has a strong relationship with social intelligence.
Social intelligence is “capacity to understand others and to act rationally and emotionally in
relations with others” (Herzig, 2019). This shows GEC students’ behavior of not being able to
relate to others’ emotions show how they lack social intelligence. This is an important issue as it
could lead to failure in social interactions.

Emotional intelligence, also known as social intelligence, has to do with four abilities:
accurately perceive emotions in oneself and others, using emotions to facilitate thinking,
understanding meanings, and managing emotions (Mayer, 1997). With low emotional
intelligence, people can’t accurately perceive others’ emotions which would likely lead to
conflicts in social settings. In contrast, people with higher emotional/social intelligence scored
higher on emotion regulation ability while also viewing themselves as more interpersonally
sensitive and prosocial. The same view from peer assessment was proven through the research
(Lopes, 2005). This shows how high emotional intelligence leads to more prosocial behavior. In
other words, people with low emotional intelligence will struggle to make friends, as well as to
maintain interpersonal relationships. Furthermore, research supports how there is a positive
correlation between emotional intelligence and social skills, as well as a negative correlation
between those two variables and bullying behavior in students (Trigueros, 2020). This means that
those with low emotional intelligence, or those who are unable to understand others and their
emotions properly, will highly likely cause bullying issues.
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After reading through the research, a question arose: is the phenomenon occurring in
GEC also due to low social or emotional intelligence? To figure this out, this research developed
a survey testing people’s social/emotional intelligence.

Methodology
The easiest route to answer such a question would have been conducting a survey asking

if people think they have low social or emotional intelligence. However, choosing this method
had two problems: One, people find it difficult to be honest about themselves in surveys, and
two, people fail to make accurate self-judgements. “Social desirability bias (SDB) involves a
person's responding to questions in a way that leads to a more positive depiction of the individual
than is objectively warranted” (Beins, 2013). Due to this phenomenon, there is a high likelihood
that the responses collected through surveys do not represent reality. The research also proves
that collecting information only through surveys has very little likelihood of collecting reliable
responses; multiple methods should be combined in order to enhance the accuracy and reliability,
proving that survey results are not to be trusted (Devi, 2015). Furthermore, humans are incapable
of making accurate self-evaluation due to lack of information, and possess biased or flawed
self-assessments (Devi, 2008).

Therefore, instead of conducting a survey, this research decided to collect responses in a
form of projective test that is similar to Myers-Briggs Type Indicator (MBTI). The first part of
the test required respondents to choose a color that matches emotion of the given Graphics
Interchange Format (GIF), and based on the choice the respondents made, scores were given; the
scores represented whether the respondent correctly identified the corresponding emotion color
to the GIF. This research believed this type of projective test would be more accurate and useful,
as studies prove that “Projective tests might be more useful in cases where people lack
understanding of their own personalities or in cases where people may be prone to
self-deception” (Donnellan, 2021). Moreover, with MBTI test gaining worldwide popularity, this
research thought showing the results in the form that is similar to that of MBTI would be
effective, since research supports that “Familiarity with the information reduced attention to its
content and also tended to increase reliance on category information in guilt judgments,” which
would make it more relatable and easily accessible to the respondents (Garcia-Marques, 2007).
Therefore, the test was formatted similar to that of the MBTI test, and named Emotional
Sensibility Test. As the target audience was students in GEC schools, the responses were strictly
limited to high school students in GEC only.

In the Emotion Sensibility test that this research made, color was used to represent 4
different emotions: Love, Thankfulness, Frustration, and Compassion. For a long time, certain
colors have been known to represent certain emotions. “Color can sway thinking, actions and
cause reactions. Each color indirectly conveys a different message, sets a different mood and
elicits a varied emotion” (Gupta, 2020). However, there is no universal agreement on which
color represents which emotion, leading to studies like the following: “Some associations
between colors and emotions were found, and the tendencies of associations were different
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among emotions” (Takahashi, 2018). Also, the perception of the relationship between color and
emotion depended on culture. It was concluded through the research that although Chinese and
Thai students both identified red with anger, they did exhibit significant differences in other
colors and emotions (Choosri, 2023). This shows how there is no single universal connection
between certain colors and emotions; this posed a challenge to the research since not all the same
colors will be perceived as the same emotions.

To combat this issue, it became necessary to discover the common ground that the
majority would agree on. Through in-depth research, it was found that “Children had positive
reactions to bright colors (e.g., pink, blue, red) and negative emotions for dark colors (e.g.,
brown, black, gray)” (Boyatzis, 1994). Another research also proved that yellow is related to
joy-related emotions and pink represents romance-related emotions like love (Winskel, 2021).
Moreover, a study showed how “it seems that people have been conditioned to see objects in
white color as potentially “morally good” and those in black color as potentially “bad” (Chan,
2020). In many cases, such results were the conclusion of the studies that investigated the
relationship between color and emotion. Based on these research, the color and emotion pair
were determined as the following to be used in the Emotional Sensibility Test: pink with love,
yellow with thankfulness, black with frustration, and white with compassion.

Another component to consider was the GIF files. There were three components that had
to be avoided in choosing the clips: famous actor/movie, subtitles, and hand gestures.

Through research, it is proven that social media are capable of shaping public opinion:
“the dynamics of information dissemination, interaction, and influence. With their global reach,
real-time updates, and interactive features, social media platforms offer unparalleled
opportunities for individuals to engage in public discourse, express their opinions, and shape
collective attitudes and beliefs” (Anju, 2024). This meant that if the video clip portrays an actor
or movie that is already well-known, it is highly likely that it would have been on social media,
meaning that there is a possibility that the public already has a collective idea about the clip. In
other words, if the clip is too famous, the responses might not accurately show what the
respondents actually think or believe; instead it would indicate what the public opinion shaped
through social media is like. Therefore, famous movie or actor clips were not used as part of the
Emotional Sensibility Test test.

Subtitles were avoided for a similar reason. According to a study, it was proven that
people would perceive and show greater magnitude of emotion when there were no subtitles
along with a video (Silveira, 2014). In other words, subtitles could play a role in how and how
deeply people perceive the contents of the video; it could easily become a third variable.
Therefore, videos used for the Emotional Sensibility Test couldn’t include subtitles.

Videos with people showing a gesture posed the same problem. As research proves,
“gesture is unmistakably similar around the world” (Cooperrider, 2020). Because there is a
universal understanding for certain gestures like putting thumbs up—which is most commonly
regarded as a sign of approval or agreement or compliment—there is a chance that people will
perceive emotions based on these gestures, not facial expressions. Because the Emotional
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Sensibility Test aimed to see how people sense and perceive emotion based on facial expression
and its relationship to colors, the impact of gestures had to be avoided as it could easily become a
third variable.

The second part of the Emotional Sensibility Test included questions that provided the
respondents with certain situations and asked how they would act, given two sets of choices for
response to the situation (Appendix A). Because the test had a specific goal to observe the
decision making of the participants in these situations—ones that they could have been involved
in real life—it was important to minimize the possibility of making these leading questions. In
other words, the questions shouldn’t hint at the respondents which would be regarded as
‘showing better understanding of emotions.’ As the research proves, “Leading questions result in
biased or false answers” (Schade, 2017). To get more honest and accurate responses, only a
simple description of the situation was described, and the respondents were given options for
actions; this aimed to help the respondents visualize the situation and imagine what they would
do, with the least intervention possible, through avoiding leading questions.

The results the respondents would receive were based on the scores that they got on each
color and word question. In the Emotional Sensibility Test test, 24 different questions were asked
to identify if respondents are capable of sensing emotions love, thankfulness, frustration, and
compassion. Each 6 questions were related to one of the four emotions.

When first coming up with the score guidelines of the results, it was set so that the
respondents had to score 5 or higher out of 6 in order to be qualified as possessing the capability
to understand and sense that particular emotion. However, with the test run, it was proven that
more than expected number of respondents find it challenging to score 5 or higher. This was due
to the fact that it can’t be denied that these questions include possibly biased perspectives since
these questions were developed by a single researcher. In other words, what is set as the ‘correct’
answer, or the answer choice that means ‘possessing the capability to understand and sense the
emotion,’ may not be applicable to all respondents. To resolve the issue, the change was made so
that scores 4 or higher would be considered to be possessing the capability to understand and
sense the emotion.

The 4 particular emotions—love, thankfulness, frustration, and compassion—had two
outcomes depending on the score: 4 or higher scores would be considered good at sensing the
emotion and 3 or lower scores would be considered bad at sensing the emotion. These combined
would generate 16 different outcomes, depending on score from 4 emotions.

As mentioned previously, the reason why the results were shared in a form similar to that
of MBTI was to maximize the number of respondents. The study proves MBTI’s popularity:
“more than two million people take the Myers-Briggs personality test each year” and has
provided effective help in determining personality types (Rifkin, 2022). Following the global
trend, the MBTI test has been extremely trending among teenagers, the main target audience of
the research. The trend has gone so far to impact the job market. According to an article,
“part-time job posting from a cafe in Seoul says, ‘We hire people based on their MBTI results.
People who have MBTI results that start with Es, please apply for this job.’” (Chea, 2022). This
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shows the great extent to which the MBTI has been impacting the cultural aspect of Korean
society.

Furthermore, along with the title and explanations for each outcome of the test, this
research also provides animalistic characters for each outcome (Appendix B). This was not just
to attract more respondents, but also to suggest that one's ability to understand and sense
emotions cannot be measured solely through this test. By doing so, this research tried to prevent
issues such as participants believing the outcome too much and thinking that he or she needs to
seek assistance due to lack of ability to sense certain emotions. This is why the test informs the
participant that this should only be used for fun and that the results may not reflect the
professional studies and diagnosis from doctors. The usage of animal characters contributes to
emphasizing that the test is designed for entertaining purposes, as well as to better illustrate what
kind of person the participant is by providing an analogy.

The results were presented in a form of 4 alphabets each standing for capability of
sensing each four emotions along with an animal character and description of the outcome.

For emotion Love, respondents who received a high enough score to be considered to be
good at sensing love would get alphabet L for Love; respondents who didn’t receive a high
enough score to be considered to be good at sensing love would get alphabet H for Heavy
Hearted.

For emotion Thankfulness, respondents who received a high enough score to be
considered to be good at sensing thankfulness would get alphabet T for Thankfulness;
respondents who didn’t receive a high enough score to be considered to be good at sensing
thankfulness would get alphabet A for Apathetic.

For emotion Frustration, respondents who received a high enough score to be considered
to be good at sensing frustration would get alphabet F for Frustration; respondents who didn’t
receive a high enough score to be considered to be good at sensing frustration would get alphabet
O for Oblivious.

For emotion Compassion, respondents who received a high enough score to be
considered to be good at sensing compassion would get alphabet C for Compassion; respondents
who didn’t receive a high enough score to be considered to be good at sensing compassion would
get alphabet S for Self-aware.

Discussion
There were a total 37 collected responses (Appendix C). The collected responses showed

that out of the 16 different results, Mindlessly Floating Jellyfish, HAOS (Heavy hearted,
Apathetic, Oblivious, Self-aware), type was the most common outcome: 15 out of 37. This type
would mean that the respondents often struggle with sensing love, thankfulness, frustration, and
compassion. Overall, people in this type could be seen as lacking the ability to quickly and
accurately understand or detect emotions. Showing struggles to connect with others’ emotions,
such a result suggests that GEC students are more individualized; they are too focused on
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themselves that they can’t consider or show thoughtfulness regarding how others might be
feeling.

The second most frequent outcome was the Overthinking Hedgehog, HAFS (Heavy
hearted, Apathetic, Frustration, Self-aware) type: 6 out of 37. This type would mean that while
the respondents have no problem sensing frustration, they could often struggle with sensing love,
thankfulness, and compassion. Frustration was the only negative emotion on this test. Usually,
when people feel frustrated or have any negative emotions, their actions will show that, and it
will most likely impact the way they treat others. When frustrated, it is hard to be gentle or nice;
therefore it could be a good idea to try not to provoke someone who seems frustrated, as it will
definitely affect how they treat us. In other words, being able to sense others’ frustration—or any
kind of negative emotion—can be beneficial as it will get us out of the risk. In contrast, positive
emotions don’t really have a negative impact on us, so it doesn’t really matter whether or not one
can sense if the other person is feeling emotions like love, compassion, or thankfulness. The fact
that there were many people who could sense frustration (negative emotion), but not love,
thankfulness, and compassion (positive emotion) further suggests the individualized mindset of
the GEC students. If certain emotions that others feel don’t impact them, they wouldn't care; but
frustration can, therefore, they do care.

One of the least frequent outcomes was the Passionate Retriever, LTFC (Love,
Thankfulness, Frustration, Compassion) type: 1 out of 37. This type would mean that the
respondents have no problem sensing all four emotions. The fact that this type was one of the
least frequent results suggests that students in GEC might really be struggling from low
social/emotional intelligence.

In general, the result indicates that students in the GEC community lack the ability to
sense a certain type of emotion, if not multiple emotions. More than half of the respondents
seemed to struggle detecting 2 or more emotions, showing lack of understanding in other
people’s minds and feelings.

LTFC 1 HAFC - LAFC 1 HTFC 1

LTFS - HAOS 15 LAOC - HTFS 4

LTOC - HAOC 1 LAOS 2 HTOC -

LTOS - HAFS 6 LAFS 4 HTOS 2

Conclusion
The results of the study show that the majority of the respondents—mainly GEC

students—have shown low capability to understand or sense emotions, particularly love,
thankfulness, frustration, and compassion which were used in this study. This suggests that these
students have low social/emotional intelligence; they might struggle to understand how and why
others feel certain emotions, and this could lead to issues as these individuals socialize and
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interact with other people. They might have a hard time connecting with others, leading to social
isolation or many other challenges.

Based on the result, there exists a correlation between GEC students’ emotion sensing
ability and the unique befriending behavior of them. Although it can’t be concluded that the
particular behavior is caused by the students’ low social/emotional intelligence, it is highly likely
that low social/emotional intelligence could be a factor that contributes to the phenomenon.

This is a serious issue as it could lead to other problems such as isolation of people. The
harder people find to connect with others, the less they will interact; and these children will grow
up to become a member of this society. In other words, the world will become disconnected.
With the great extent of individualization, it will become harder to ask for help or even talk to
others; people will only care about themselves and not others.

The potential causes of this phenomenon could have been the high educational standards
of Korean culture. In Korea, students are constantly pressured to do well in school so that they
go to a good university, then get a good job. In fact, they are taught to do better than their friends
and be competitive as grades are scored on the basis of relative scales. This societal pressure
could have caused students to be neglectful of others, even their friends, and how they might be
feeling or thinking.

Limitation
As mentioned previously, there doesn’t exist a universal agreement on which color

represents which emotions. Therefore, the result of this research might not be applicable to
everyone; the results could vary depending on the culture the respondent grew up in, as well as
their nationality. The relationship between color and emotion used in this research was the
common ground of multiple studies combined, so that it could be applicable to a wider range of
audience.

Moreover, each individual has its unique ways of interpreting visual stimuli. Some people
might focus on small details from facial expressions while others pay more attention to body
language or gestures. In other words, the GIFs could be interpreted differently depending on the
culture and personal traits.

In addition, considering that Global Education City includes 4 schools, all of them
ranging from kindergarten to highschool, the sample size is small. This means that the results
have the possibility that it doesn’t accurately or fully represent the students in GEC.

Although the Emotional Sensibility Test test has its basis on the proven studies and
scientific research backgrounds, it hasn’t been qualified by professionals; in addition, there is a
possibility that different cultural backgrounds and traits might impact the results, further proving
the imperfection of the test. Therefore, although this could be used as an entertaining simple
guideline to see people’s capability of empathizing, it shouldn’t be used to diagnose any type of
mental disorders or mental health issues.

Appendices
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Appendix A: Full questionnaire
You worked hard yet failed an exam. While crying, your friend finds you. He/she hugs you,
saying, "It's okay, you'll do better next time," comforting you. At this moment, what are your
thoughts?

1. "Yes, it will be okay. I'm grateful to have such a friend," feeling thankful.
2. "I appreciate it, but right now, I want to be alone," wanting some alone time.

You and your friend are having a serious conversation about your life moving forward. As you
talk about the future, the topic shifts to marriage. What do you say at this moment?

1. "Having a stable life with someone is what I want," indicating a positive attitude towards
marriage.

2. "While love is important, I want to live exploring what I'm good at and what I want,"
dreaming more of a career-oriented life than marriage.

On a day when you feel inexplicably gloomy, what might be the reason you're feeling down
today?

1. Things aren't going as I hoped.
2. Relationship issues are causing stress

You transferred to a new school. On the first day, you got lost in the hallway and asked a passing
friend for directions. That friend kindly escorted you to the classroom. The next day, when you
encounter that friend at school, how do you act?

1. "Ah! My savior!"; you say hi and say thank you once again.
2. "I thanked her/him yesterday, so I don't have to say anything now”; you just pass by.

While passing by, you accidentally drop your wallet. Unaware, you continue walking, but a
passerby picks it up and hands it to you. How do you react at this moment?

1. "Oh! I didn't realize. Thank you!" I express gratitude and continue on my way.
2. "Oh! Thank you. I'd like to repay you somehow..." Out of gratitude, I might buy them a

coffee or something similar.
On the way out of the house, you realize you left your wallet behind and don't have your card
with you. You've already ordered a drink at a store that only accepts card payments. The person
next to you offers to pay for you. What do you do?

1. "Thank you." I consider myself lucky.
2. "Thank you. Can I have your bank account number?" It's a small amount, but I make sure

to repay the kindness.
You discover a cat lying dead in the middle of the road. How would you handle it?

1. You're worried it might get run over and feel too sad about it. You move it to a place
where cars don't pass.

2. It's unfortunate, but there's nothing you can do. You leave it there.
During lunchtime, your friend is frantically searching the entire school because they lost their
necklace. What would you do?

1. "Where's the last place you saw it?" You help them search.
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2. "Why don't we check where you last had it? Good luck with your search!" You encourage
them to search diligently.

While riding the bus home, an elderly man falls as he's getting off at a stop. Luckily, he doesn't
seem to be seriously injured but appears startled. There's still a considerable distance to your
home. What would you do?

1. "Are you okay?” You get off the bus and make sure he’s alright. You offer support.
2. "Is he okay?” He didn't get hurt too badly... You look through the bus window if he's

alright as the bus departs.
Your friend is staring at a post on the bulletin board with a sigh. What would you do?

1. "What's wrong?” You go over and read the post with your friend.
2. "What’s wrong?” You ask your friend.

During theater rehearsal, the same mistake keeps happening in the same part. Your friend's
expression stiffens with each repeated rehearsal. After rehearsal, your friend picks up their bag.
What would you do?

1. ‘They seem tired from the rehearsal’ You say bye, thinking they must be exhausted.
2. ‘Are they getting upset because they keep making mistakes? I should reassure them.’ I

approach and offer comfort.
You're at an amusement park. To ride the popular attraction, you have to wait in line for a long
time. What do you do?

1. "Waiting in line is also part of the fun!" You chat with your friend happily while waiting.
2. "Do we really have to wait this long?" You opt for a less popular ride with a shorter line.

Appendix B: Type Descriptions

LTFC HAFC LAFC HTFC

Passionate Retriever Independent Sloth Smart Fox Serious Whale Shark

You are a welcomed
individual in any
organization. With
exceptional emotional
empathy, you are able

You are not reliant on
others and, in fact,
prefer being alone.
You do not prefer
interaction with

You possess both
clever and charming
qualities, making you
an essential
individual in any

You are a thoughtful
and intelligent
individual. However,
in interpersonal
relationships, you
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to make others feel
comfortable; you are
also incisive, making
you a great
conversational
partner.

others and have an
independent nature,
disliking both causing
and receiving harm.

organization. Being
deeply sensitive, you
enjoy helping others;
but it's important to
be cautious of taking
granted such
kindness, both giving
and receiving.

tend to approach
others in a rational or
pragmatic manner. In
other words, your
kind actions often
stem more from a
sense of moral duty
rather than from
altruism.

LTFS HAOS LAOC HTFS

Quick-witted
Hamster

Mindlessly Floating
Jellyfish

Bright Baby Dolphin Tsundere Monkey

Like a small and
adorable hamster that
is sensitive to its
surroundings, you
have the ability to
accurately perceive
the emotions of
others. Hamsters are
popular as pets due to
their cuteness and
lovable character.
Similarly, you also
bring strength to
those around you as a
cheerful individual.
However, as your

Just like a
free-floating jellyfish
aimlessly drifting in
the ocean, for you,
freedom comes
before interpersonal
relationships. With a
personality that
prefers to stay alone,
you may show some
weakness in
understanding others'
emotions. While you
pursue a free-spirited
demeanor, your
strong inclination

As a superstar in a
zoo and one of the
most sociable
animals, dolphins are
the most beloved
confidant, just like
you. You play the
role of a beloved
preacher within the
community, but such
actions can
occasionally lead to
frustration of others,
so you must be
careful.

You have a typical
tsundere personality.
While you prefer
independence and
being alone, you
dislike being indebted
to others. Therefore,
when you receive
something, you feel
the need to give back
even more. However,
your acts of kindness
often stem more from
socially acceptable
behavior rather than a
genuine desire to
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personality is too
bright, it can
sometimes be
challenging for you to
empathize when
others are feeling
down or sad.

towards doing things
your own way can
occasionally lead to
problems.

give.

LTOC HAOC LAOS HTOC

Sweet-hearted Turtle Leading Wolf Adorable Kitten Kind Magpie

You are like a battery
that brings healing
just by being present.
With exceptional
empathy and a bright
personality, people
always want to be
around you.
However, be
cautious, as your
sometimes naive
kindness may
inadvertently cause
frustration in others
who perceive you as
unaware of the ways
of the world.

Like a lone wolf
wandering through a
snowy mountain, you
are a highly
independent
individual who seeks
to handle everything
by yourself. Due to
this trait, you may
find it somewhat
difficult to catch the
emotions of others
even when interacting
with them. Still, you
are someone who
cannot simply
overlook those in
need and are filled
with loyalty.

Like a healing cat
that brings comfort
with just a glance,
you are someone
overflowing with
love. Along with
your adorable
appearance, you also
display a quirky side;
you must be careful
not to simply become
someone who is
"just" lovable.

You are like the
magpie from the
Korean folktale
"Heungbu and
Nolbu," exceptionally
adept at sensing
others' gratitude and
sympathy. Being
deeply aware of the
gratitude for the
kindness you've
received, you
genuinely worry
about others, but
sometimes, rather
than seeing others
through the eyes of
love, you may view
them through the lens
of give and take;
caution is advised.
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LTOS HAFS LAFS HTOS

Fluffy Panda Overthinking
Hedgehog

Curious Parrot Slowly Wandering
Fish

You are a cuddly
panda that everyone
wants to embrace
with warmth and
roundness. You are
someone who
expresses and
understands love and
gratitude well.
However, because
some people may find
your focus on such
positive emotions
stifling, therefore
prioritizing practical
aspects may be
necessary in some
cases.

Like a hedgehog
protecting itself with
spines, you are the
type of person who
sets boundaries and
prefers not to get
involved with others
unnecessarily.
Perhaps due to this
personality, you may
show some
deficiency in
understanding others'
emotions. However,
you are adept at
sensing frustration
and readily lower
your guard to engage
with others when they
feel frustrated.

Like a clever parrot
eager to learn from
humans, you are a
person filled with
curiosity. Overall,
possessing a kind
nature, you often
strive to catch and
emulate others'
positive emotions.
However, be
cautious, as
sometimes your
overly eager actions
may lead to others
feeling
uncomfortable or
resentful.

Like a fish swimming
slowly in the sea, you
sometimes show a
weakness in reading
others' emotions.
People around you
may find this aspect
of you somewhat
frustrating, so
engaging in more
social activities may
help to address this.
However, you excel
in understanding and
expressing gratitude,
which makes those
around you recognize
that you are a good
person.

Appendix C: Total Responses
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Enhancing Driver Efficiency By Nia Alavandi

Introduction
In today's automobiles, Advanced Driver Assistance Systems (ADAS) are widely

available. These features help drivers with enhanced driving features by adding extra safety and
making driving easier and comfortable. The ADAS features include things such as cruise control,
lane departure warning, blind spot monitoring, and more. The goal of this paper is to determine
how to make ADAS work best for everyone, making driving safer and more efficient. By
studying these features and correlating it to driver age, it can be proven how ADAS makes
driving easier and safer for everyone. This research could change the way we think about driving
and technology in the future. It can aid in answering if a certain age group is prone to flag
warnings thus providing insight into age and driver behavior

Abstract
ADAS features are commonly used in a variety of newer vehicles. People within different

age groups were tested anonymously for whether or not they could be sensed with ADAS
features in use. This study raised questions about whether or not driver experience influences the
automated driver features selected. Does the age reflect ADAS features in use? This study also
develops knowledge of the positives and negatives of these driver assistance systems and
establishes optimum user efficiency through the systems as well.

ADAS stands for Advanced Driver-Assistance Systems. These are technologies in
vehicles that are designed to supplement a driver's capabilities and improve the safety and
efficiency of driving. This paper explores the impact of Advanced Driver Assistance Systems
(ADAS) on overall user efficiency in modern vehicles. ADAS incorporates a range of innovative
features designed to enhance driver safety, driving comfort, and driver efficiency.

Through a review of current ADAS technologies, this study investigates how features
such as cruise control, lane departure warning, blind spot monitoring, forward collision warning,
and others contribute to improved driver efficiency. The analysis encompasses user experience,
driver engagement, and increased awareness as key factors influencing overall efficiency. These
findings suggest that the integration of ADAS features significantly enhances the driving
experience, leading to a more efficient and safer interaction between the driver and the vehicles.
This research highlights the transformative potential of ADAS in shaping the future of
automotive tech.

Objectives and Purpose
The objective of this paper is to research the transformative role of Advanced Driver

Assistance Systems in modern transportation. ADAS features have emerged as crucial
components reshaping the automotive setting by significantly enhancing user safety and
elevating the driving experience. By conducting a thorough study of ADAS features, this paper
aims to highlight their current advancements and future impact on transportation systems. By
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understanding this analysis, a conclusion can be made on whether there is a correlation between
age group and the amount of assistance ADAS features are giving that specific age range. Then,
conclusions can be made on whether it’s user experience or factors such as driving time that
influence the features activation.

This research then aims to answer questions such as is there a correlation between ADAS
features (of the 6 that were measured) enabled and age? Followed by what does this correlation
mean in regards to future advancements? The hypothesis being tested is in relation to the first
question in that this research aims to prove that there is a correlation between age and features
enabled.

Materials
The materials used in this study include the Intel Lidar Camera Sensor to track initial

driving behavior in users, a survey, questioning users on which features were enabled, and the
car itself. The camera sensor was unable to accurately read which features were activated at a
time but it was able to measure user behavior in the car and was able to detect sounds.

Methods
The study was conducted in order to track whether it’s an age related issue of driving that

is resulting in the users performance in the car. Not all of the features were enabled in certain
drives so those were not accounted for.

The main study was on Advanced Driver Assistance Systems(ADAS). To measure the
true impact and reliability that they hold on the human population. The camera recorded what
took place within the car. This included mainly collision warnings. I was also able to turn the
camera around to observe the outside of the car. This led to the question of this camera helping
detect collisions. Then after the drive, a survey was provided to the users to record what features
were enabled during their drive along with their age group. This data was scored and kept for
later analysis.

In summary, there were observations made on what limits this camera had and what it
could be used for potentially. Over time, with the camera, it was noticed that it was useful in
detecting other objects. It was harder to notice things that weren’t objects. For example, noises
and user engagement.

In regards to the data, it helped conclude the correlation between age and features
enabled which led to further analysis and conclusions to support the correlation.

Data Analysis
A proper analysis can be drawn based on the research. The data suggests a significant

correlation between age and features enabled. The younger age groups seem to have a higher
number of ADAS features enabled in comparison to the older age groups. Of the age population
shown in Figure 1, the majority of the population were people ages 45-55 which were 6 people.
The average number of features that went off for this age group were 2.16 features, calculated
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according to Figure 2. In comparison, the younger age group, ages 25-35, had an average of 4.75
features go off during their drive, also calculated according to Figure 2. This is over double the
amount that went off for the older age group.

Figure 1 - Age Distribution For Total Population Tested

Figure 2 - Features Enabled Per Age Group Response (chronological)

Age Group Number of
Participants (Per
Group)

Average Number of
Features Enabled

Total Number of
Features Enabled

16-25 2 3.5 7

25-35 4 4.7 19

35-45 2 3.5 7

45-55 6 1.8 11

55-65 1 3 3
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65-75 0 N/A N/A

75+ 0 N/A N/A

Figure 3 - Compiled Data Chart

Certain assumptions were made when analyzing the data produced. One prominent idea
was that younger age groups may have less experience in driving which led them to have these
features enabled during this drive. However, this is in contrast to the idea that if older drivers are
experienced in the way we believed them to be, then why do some older drivers still have many
features enabled? An assumption that can be made regarding that idea might be that it may have
been a long period of time since an older driver has driven which may be causing the features to
activate.

Another assumption is through a psychological approach, social norms from society
which can pressurize younger drivers to voluntarily turn off these features rather than leave them
on. If a younger driver wishes to seem more experienced then the individual can choose to
deactivate these features to pose as a more experienced driver. This is a limitation of ADAS
features.

Variables
When looking at the variables involved in this experiment, the age of participants is a

crucial independent variable which impacts the data. This variable represents the different age
groups of the individuals participating in the study. It serves as the independent variable as it is
manipulated or categorized by the study to assess its effect on other variables, particularly the
activation of ADAS features. Another independent variable is driving experience. This variable
may be categorized based on participants' levels of experience as novice, intermediate, or
experienced drivers. It is also an independent variable as it is manipulated or categorized to
examine its impact on ADAS feature activation.

Important dependent variables include the activation of the ADAS features and user
efficiency. Activation of ADAS features refers to the specific ADAS features enabled during the
participants' driving sessions. It is dependent on the age and driving experience of the
participants, among other potential factors. User efficiency assesses the overall efficiency of
participants' driving experiences while using ADAS features. It may encompass factors such as
reaction times, adherence to traffic laws, and overall safety.

Finally when discussing the control variables, the methodology and driving environment
(type of vehicle), remain the same throughout the experiment. Keeping the vehicle type
consistent across participants ensures that any observed differences in ADAS feature activation
are not due to variations in vehicle models or capabilities. For methodology, standardized
procedures for data collection and analysis ensure consistency and reliability in the study's
results.
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Discussion
The hypothesis that there is a valid correlation between age group and amount of features

enabled is one that is proven by this study. The graphs pose as evidence to prove this claim and
thus help prove the correlation as existing. There is significant data and evidence that proves this
study’s credibility and offers the conclusion, proving the hypothesis, to be correct.

Conclusions
Based on the findings of the experiment, it is evident that there exists a correlation

between age and the activation of Advanced Driver-Assistance Systems (ADAS) features. The
data analysis reveals a consistent trend indicating that participants' age significantly influences
the utilization of ADAS features during driving sessions. Younger participants, typically
belonging to age groups characterized by less driving experience, tend to activate a higher
number of ADAS features compared to older participants. This observation suggests that age
plays a pivotal role in determining the intensity to engage with and rely on ADAS technologies
while driving. Conversely, older participants, who may have accumulated more driving
experience over time, might rely less on ADAS technologies, preferring traditional driving
methods or relying more on their own judgment and skills developed through years of driving
experience. This insight offers valuable guidance for future research and development efforts
aimed at optimizing the design and deployment of ADAS technologies to enhance driving safety
and efficiency for drivers of all ages
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The Medical and Psychological Influence of Visual-Based Social Media on Adolescent
Girls’ Body Image By Mary Spain

Abstract
Social media is a communication nucleus that connects the entire globe. Clinical science

associate professor Blair Burnette et al. state that social media is extremely popular with
adolescents, with 92% of teens reporting daily usage, and visual-based sites like Instagram and
Snapchat are more likely to be used by young girls. However, social media, namely these
image-centered platforms, has raised concerns due to its promotion of unrealistic body standards
and the health concerns they can entail, particularly for young girls. Senior developmental
psychology lecturer Beth T. Bell et al. build on Burnette’s research by emphasizing the concern
present in girls when she states that female adolescents reported “…experiencing more
sociocultural appearance pressures, higher levels of internalization, and increased body
dissatisfaction, than boys” (281). This concept has gained much attention because consequences
of social media’s influence, according to An Vuong et al. in the International Journal of
Environmental Research and Public Health, can be severe: depression, eating disorders,
excessive exercise, and restrictive dieting have all been connected to poor body image (2). With
these implications for both mental and physical health, questions have emerged regarding social
media’s impact on adolescent girls’ body esteem, and how its negative influence can be limited.

Body Dissatisfaction
Social media has great influence on how girls perceive their bodies, often in a pessimistic

manner. Body dissatisfaction is defined as, “the negative self-evaluation of one’s appearance”,
and its increase is linked with social media use at young ages (Vuong et al. 1). Photo-centric
social media sites such as Instagram, Snapchat, and TikTok contain many edited or posed
images, displaying the human body in a way that is not naturally obtainable. Bell et al. state,
“Adolescents have described how they experience pressure to reproduce unrealistic appearance
ideals in their own social media feeds” and builds on this idea while simultaneously highlighting
the risk present to young girls by reporting, “…research indicates that girls are more likely to
engage in appearance‐related social media use than boys” (282). A study conducted in
Melbourne, Australia further solidifies social media’s role in body dissatisfaction and Bell’s idea
that girls are at particular risk. The study, which monitored body image in 1200 children from
grades 7-10, found that, “girls reported significantly higher social media use, thin-ideal
internalization, and body dissatisfaction…than boys” (Vuong et al. 6). The study builds on claims
that visual-based platforms are notably damaging as well, stating, “The majority of participants
used Instagram (90.89%) and Snapchat (90.72%)” (Vuong et al. 6). This research suggests a
correlative relationship between image-centered social media usage in adolescent girls and
increase in body dissatisfaction, which could have harmful consequences if left unchecked.

Eating Disorders

480



One of the most drastic ramifications that social media induced body dissatisfaction can
have is the development of eating disorders. These illnesses are mentally and physically
devastating as well as difficult to break free from. Brookings is a nonprofit organization
dedicated to research on public policy who requires their donors to undergo an integrity
investigation and pledges to protect research findings regardless of donor agreement (“Donor
Guidelines”). They reported that in the two years following the 2020 Covid-19 pandemic,
adolescent eating disorder hospital admissions soared, with medical experts blaming a
quarantine-induced growth in social media usage (Lai). This report is bolstered by the testimony
of a 14-year-old girl in the peer-reviewed academic journal Neuropsychiatric Investigation. She
claimed that following lockdown, she noticed many people gained weight and shared their diets
on social media. These posts caused her to become obsessive over her weight and led to a
downward spiral into an eating disorder, in which her BMI dropped to 10.8, which is below the
3rd percentile (Serdengecti et al. 38). Another study, conducted in Australia by eating disorder
researcher and clinician Simon M. Wilksch et al., agrees with and builds on the idea of social
media causing eating disorders by surveying a larger population containing 996 children from
Grades 7 and 8 (96). Some of the key findings from the survey showed that girls scored
significantly higher on every disordered eating scale, Snapchat was linked with increased
frequencies of disordered eating, and all social media applications were connected with strict
exercise habits in female adolescents (Wilksch et al. 99, 101). It is also important to note that
girls with no social media accounts scored lower globally than those with multiple (Wilksch et
al. 101). These findings give valuable insight into social media’s role in perpetuating eating
disorders in young girls and the need to curb this issue.

The Body Positivity Movement
However, social media can be utilized to improve body image, as seen in the body

positivity movement. This movement has taken social media sites, notably Instagram, Snapchat,
and Tiktok, by storm in response to the negative culture that social media typically creates
surrounding the body. Associate professor Staci M. Zavattaro refers to body positivity as, “Any
message, visual or written, that challenges dominant ways of viewing the physical body in
accordance with beauty ideals and encourages the reclaiming of embodiment and control over
one's self-image” (285). Her research contradicts and adds a layer of complexity to Bell and
Vuong’s findings by demonstrating how social media does not always shape body satisfaction
negatively. Because of its versatility, social media is one of the biggest platforms for the
movement. One advocate for this movement is Lizzo, an American pop singer and celebrity. She
shares a multitude of content on her social media feeds about loving her larger body and
embracing its differences (Zavattaro 281). The body positivity movement has been shown to
elicit real-world changes as well. Instagram influencer Katie Sturino’s #MakeMySize movement
has led to companies like Nike improving size inclusivity (Zavattaro 287). These changes are
instrumental in helping young girls with larger bodies grow their body satisfaction by aiding in
the creation of a society that is accepting of all body types. The body positivity movement offers
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a refreshing view on how social media’s connective potential and central place in society is used
to improve body-related mental health rather than degrade it.

Conclusion
Social media is a significant force on young girls’ body image and could lead to serious

health problems. It is a clear influence on body dissatisfaction, which in turn can lead to anxiety,
eating disorders, and unhealthy practices. Young girls pose a particular risk since they are more
likely to use visual-based social media and internalize its content. Recognizing this, many
solutions have emerged to limit social media’s negative influence. Age restrictions, commonly
set at an age minimum of thirteen years to create an account, are largely ineffective, as the
loopholes around them are evident and younger kids are commonly seen using these applications
(Burnette et al.). As such, more intensive programs are necessary to control social media’s
destructive impact on young girls’ body image. One solution is media literacy programs, which
aim to raise awareness to social media’s body toxicity, increase body esteem, and reduce
internalization. One such program, Digital Bodies, reported, “…girls in the intervention group
reported lower thin ideal internalization 1‐week post‐intervention, but this effect was not
sustained at [8-week] follow‐up” (Bell et al. 293). This demonstrates that while these
curriculums can help short-term, more is needed to produce a long-lasting improvement. Overall,
photo-centric social media’s influence on adolescent girls’ body dissatisfaction is apparent and
can be definitively linked to mental and physical disorders. With these repercussions, a need for
curriculums and changes in the applications themselves is vital to protect young girls throughout
the world.
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Period Products: America’s Hidden Economic Injustice By Mary Spain

Abstract
Corporate greed is nothing new to America. From low wages to unsafe conditions,

businesses have devised countless immoral methods to raise profits. In the past, leaders such as
late President Franklin D. Roosevelt made great efforts to reign in the abuses of selfish
industries, condemning them as, “[knowing] only the rules of a generation of self-seekers” (22).
Nevertheless, this corruption persists today, exemplified in scandals such as when the car
company Volkswagen purposefully designed their cars to falsify emission records in order to
meet clean air standards (Thomas and Chaleff 63). However, while public outrage typically helps
hold these companies accountable, the American population has not only been aware of, but
acquiesced to an equally large display of greed in the menstrual product industry. Tulane
University Medical Student Udit Dave et al. describe this multi-billion-dollar business as having
reaped enormous profits from items that women have no choice but to purchase (221). New York
representative Carolyn Maloney and the Democratic United States Joint Economic Committee
emphasize Dave et al.’s work by describing the financial vulnerability already present in
American women, stating, “the pay gap adds up to…roughly $500,000 over a
lifetime…[contributing] to higher poverty rights among women” (1). However, little has been
done by the United States government to correct this economic injustice due to the nation’s
history of unrestrictive economic policy. Overall, though, the need for price regulation of these
products outweighs any previous policy patterns due to the economic barriers many women face
when purchasing menstrual products, price fluctuations during economically unstable periods,
and the health hazards posed by alternative methods women use when they cannot afford these
items.

Taxation & Governmental Barriers
To begin, all American women, regardless of socioeconomic status, face challenges when

purchasing menstrual products due to the unfair taxes. Political Scientist Mackenzi Lafferty
defines the pink tax as, “…an extra amount that women pay daily as consumers for products and
services that are similar or equal in merit to comparable men’s products” (56). This economic
inequality that American women face also extends itself to menstrual products. Although there is
no exact male comparison for period products, Lafferty develops this pink tax definition by
comparing the taxation of period products to Viagra, a health care item for men (59). She reports
that while menstrual products are still taxed as luxury items in many states, medications for
men’s health like Viagra are commonly included in health care plans to increase affordability
(Lafferty 59). Dave et al. bolster Lafferty’s work on this gender-based tax discrimination, stating,
“…individuals who menstruate…face further financial strains through state sales taxes on
feminine hygiene products. Many of these taxes are imposed in states that do not levy taxes on
products that are geared toward consumption by men, such as condoms with spermicide and
medication for erectile dysfunction” (222). Considering that selective taxes are intended to

484



“…[discourage] undesired consumption”, it becomes evident that a misogynistic system is
currently operating in the U.S. economy, as period products are a health necessity for all women
and whose consumption should therefore be actively encouraged (Lafferty 59). These excess
taxes not only pose a grievance for all American women but can become detrimental when
considering the limited finances of low-class women. Overall, millions of American women of
all economic statuses face challenges when they are forced to purchase these health necessities
that are taxed as frivolous luxuries, an economic injustice that is long overdue for improvement.

Challenges Faced by Low-Class Women
Moreover, women of low socioeconomic status in America face additional barriers when

purchasing menstrual products. When surveying low-income women in St. Louis, Missouri,
Saint Louis University Associate Professor Dr. Anne Kuhlmann Sebert, who specializes in health
and behavior sciences, et al. found that, “Nearly two thirds (64%) of women were unable to
afford needed menstrual hygiene supplies during the previous year. Approximately one fifth of
women (21%) experienced this monthly” (238). Sebert et al.’s work demonstrates that the current
methods in place to increase accessibility, such as having shelters distribute menstrual products,
are still woefully inadequate. In addition, masters’ students Ashley Rapp and Sidonie Kilpatrick
at the University of Michigan School of Public Health, a nationally recognized institution that
has received accreditation from the Council on Education for Public Health since 1946, expand
on Sebert et al.’s work (“Michigan Public Health and Accreditation”). They found that menstrual
products were unable to be purchased using food stamps or other government benefits (Rapp and
Kilpatrick). This lack of government aid forces low-socioeconomic status women to allocate part
of what little income they may have to menstrual products, which can in turn force them into
choosing whether to buy these products or other necessities for themselves or their families.
Margaret L. Schmitt, with a master’s in public health from Columbia University, et al. also
contextualize Rapp and Kilpatrick’s work by relating these obstacles to the Covid-19 pandemic
(1-2). They found that the increased financial instability and store shutdowns during the
pandemic caused nearly all the women surveyed to report challenges in purchasing period
products (Schmitt et al. 4) As these participants were affected despite being from all ranges of
income, it becomes evident that the Covid-19 pandemic undoubtably worsened the conditions for
lower class especially. The present standard for menstrual aid from the American government is
extremely inadequate for many low-income women, forcing them to choose what necessities to
buy and leaving them virtually stranded in times of national crisis.

Health Risks
When women cannot afford menstrual products, they often turn to makeshift alternatives

that can lead to serious health consequences. In their survey of low-income women, Sebert et al.
found that, “One third of women had used something other than disposable pads or tampons
during menstruation, such as strips of cloth, rags, tissues, or toilet paper” (240). Others reported
alternatives included paper towels and children’s diapers. (Sebert et al. 240). As these products
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are not made for menstruation, their use for such leads to many physical consequences. Rapp and
Kilpatrick further Sebert et al.’s findings by exploring these consequences, stating, “Products like
rags, paper towels, and reused pads put menstruators at a heightened risk for urogenital
infections, such as urinary tract infections and bacterial vaginosis. These products are also
associated with outcomes such a skin irritation, vaginal itching, and white or green discharge”
(Rapp and Kilpatrick). Dave et al. also delve into the more serious consequences of using
alternative materials, finding that they can lead to, “fertility issues, toxic shock syndrome, and
cervical cancer” (223). These health conditions not only threaten the physical health of American
women as a whole, but in particular can keep low-income women in a state of economic
dependence through medical expenses and lost working productivity due to illness. Concerning
mental health, Schmitt et al. state that women who had experienced an inability to access period
products reported, “…episodes of embarrassment, low self-esteem, and depression” (6). Their
work complexifies the issue of these health repercussions as a whole by demonstrating that they
affect mental health as well as physical. All in all, women who cannot afford period products are
at risk for serious implications for overall health, proving that the current economic regulation of
period products not only threatens the economic states of American women but their lives as
well.

Economic Shifts & Period Products
Furthermore, an unstable American economy has put economic strain on consumers in

the past and continues to do so today, demonstrating the need to regulate necessities like
menstrual products. U.S. News & World Report Contributor Tim Smart found that the level of
inflation rose to an astonishing 9% in 2022, and although that rate has dropped since then, the
economy today remains noticeably inflated (2). With the rising prices that follow inflation,
especially in years like 2022, goods become more difficult to purchase for many Americans,
especially the low-class. The U.S. Bureau of Labor Statistics build upon and specify Smart’s
findings by looking into the Consumer Price Index (CPI), “… a measure of the average change
over time in the prices paid by urban consumers for a market basket of consumer goods and
services” (“Consumer Price Index”). They found that for all items less food and energy, which
include menstrual products, “Prices…increased 3.9 percent from January 2023 to January
2024…” (“Consumer Price Index”). Although this is a decreased rate compared to 6.0 percent
from January 2021 to January 2022, this work demonstrates that the average prices of many
goods, including period items, continue to be higher than average today (“Consumer Price
Index”). The future of the American economy also remains uncertain. Smart states the rate of
unemployment could increase in 2024 and that China, a key participant in the global economy, is
experiencing an economic downturn that could cause problems across the world (3,4). Having
experienced drastic economic challenges in the past, and with today’s national market remaining
precarious, the need to monitor the prices of period products so that women can consistently
access these necessities is clear.
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Conclusion & Solutions
Overall, a regulation of menstrual products proves itself necessary due to barriers in

taxation and government benefits that women face, the struggle for low-class Americans to
afford them, the physical and mental consequences of being unable to purchase period products,
and the financial instability caused by a constantly changing economy. With these implications
for millions of American women, it is imperative that this economic injustice be corrected.
Recent legislation in Scotland provides a radical solution to this issue. In 2021, the Scottish
government implemented the Period Products (Free Provision) (Scotland) Act 2021, which,
“…places duties on local authorities and education providers to make period products obtainable
free of charge for anyone who needs to use them, building on existing voluntary policies”
(“Period Products (Free Provision) (Scotland) Act 2021: Equality Impact Assessment”). While
this solution would virtually eradicate the inaccessibility of period products, it is not feasible due
to the fact that Scotland’s population is a small fraction of America’s, and hence the government
spending required for the United States to enact this law would be much larger. Eliminating the
luxury tax on menstrual products throughout all states also presents a solution. However, this
may pose challenges in determining what types of period products are exempt from the tax, as
well as possible constitutional objections from those who believe that certain tax legislations
should be under state control.

As such, the most beneficial and efficient solution is installing a price ceiling, which,
“creates a government-mandated maximum price that sellers can charge their customers”, upon
all menstrual products (“The Economics of Price Controls - the Economics of Price Controls -
United States Joint Economic Committee”). This recognizes the necessity of menstrual products
for the lives of American women by discouraging excessively high prices. This concept does
pose limitations in the fact that the government may be reluctant to lose a large amount of profit
in the industries that are regulated. However, as Franklin D. Roosevelt stated in his inaugural
address during the Great Depression, “…our true destiny is not to be ministered unto but to
minister to ourselves and to our fellow men” (22). The U.S. government is, above all, to support
the welfare of its people and, as such, morally obligated to support this legislation. It may also
encounter opposition from groups who are against government interference in economics, such
as the Republican Party, who claim, “Price controls can…cause shortages which lead to arbitrary
rationing and, over time, reduce product innovation and quality” (“The Economics of Price
Controls - the Economics of Price Controls - United States Joint Economic Committee”).
However, the main argument posed by the Republican Party is that such regulations would stunt
innovation (“The Economics of Price Controls - the Economics of Price Controls - United States
Joint Economic Committee”). This may be true for some cases, but since menstrual products
have been standardized for many years and are not nearly as rapid changing as other industries,
such as pharmacy, there is much less of a need for concern about said innovation. A final
limitation to this solution is a reluctance of American women to petition for this regulation due to
the stigma surrounding menstruation, which, “…associates [it] with uncleanliness and disgust…”
(Rapp and Kilpatrick). This stigma may seem difficult to overcome, but it is imperative that not
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only American women, but Americans as a whole, adopt an attitude of moral courage, said to be,
“…the one essential, vital quality of those who seek to change a world which yields most
painfully to change”, to confront it (Thomas and Chaleff 58). Moral courage is defined as, “…the
capacity to overcome the fear of shame and humiliation in order to…denounce injustice…”
(Thomas and Chaleff 60). In order to receive economic justice and win easy access to the
essential items they deserve, all Americans must gain the moral courage encourage to arouse
public attention on the need for price controls of menstrual products. To do so will not only
greatly aid low-income American women and their families, but help every woman in the U.S.
afford these vital items and experience an overall improved quality of life, knowing that their
specific needs are acknowledged and cared for.
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Precision in Prediction: A Comparative Analysis to Optimize LSTMModels for Stock
Prices By Darsh Jaganmohan

Introduction
Predicting future stock prices accurately remains a critical challenge in the

ever-expanding financial landscape, characterized by volatility and dynamic nature of the
market. The complexities of market movements often surpass traditional statistical approaches
and traditional machine learning models, leading to suboptimal predictive accuracy.[1]. This
study aims to bridge these gaps by leveraging advanced machine learning techniques, focusing
on the comparison of Linear Regression, Multivariable Regression, Random Forest, and Long
Short-Term Memory (LSTM) models. This study aims to demonstrate the complex
relationship between market sentiment, technical indicators, and stock price predictability. To
support this study, the research employs sentiment analysis, leveraging news data sourced from
NewsData.io[2], along with an evaluation of the Moving Average Convergence Divergence
(MACD)[3] indicator's effectiveness in assessing technical robustness.

This study systematically evaluates the predictive power of various models using
historical data from Yahoo Finance[4], focusing on their accuracy in forecasting stock prices.
This accuracy is measured by the Mean Squared Error (MSE), which is the average of the
squares of the errors or deviations between the actual stock prices and the predictions made by
the models. A lower MSE indicates a model with better predictive accuracy, as the lower MSE
signifies smaller discrepancies between the predicted and actual values. Integrating sentiment
analysis, which evaluates the market's emotional and psychological conditions, with the MACD
indicator, a recognized instrument for tracking market momentum and trends, can potentially
offer a more comprehensive view of market dynamics. This study offers insightful information
based on financial analytics and market behavior by assessing these models against their MSE
metrics, which has the potential to completely transform the algorithms used in stock
prediction[5].

Related Works
The implementation of advanced machine learning models has significantly improved

stock price prediction techniques. Financial markets involve large amounts of complicated
data, and sophisticated approaches have gradually replaced traditional statistical analyses.

Machine Learning Models in Stock Prediction
Various machine learning models, including Random Forest, Multivariable Regression,

Linear Regression, and Long Short-Term Memory (LSTM) models, have been successful in
predicting stock values in recent studies. Notably, LSTM models have gained significant
acceptance for their capacity to identify long-term dependencies in time-series data, which is an
essential feature for examining stock market trends[6][7]. A more thorough understanding of
stock price movements is made possible by the distinctive advantages of each model, as shown
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by comparative analysis.

The Role of Sentiment Analysis
Sentiment analysis can extract market sentiment from news articles and social media

posts, and has become increasingly popular for incorporating sentiment analysis into
predictive models. This method can potentially improve forecasting accuracy by
offering perceptions of the emotional conditions of the market [8][9]. Combining sentiment
analysis with established financial indicators, such as the Moving Average Convergence
Divergence (MACD), has improved model performance by providing hidden signals for
changes in stock prices. [10].

Challenges and Opportunities
Despite these developments, stock price prediction still faces numerous challenges

despite these developments, such as data noise, market volatility, and model overfitting.
However, combining sentiment analysis and technical indicators with machine learning offers
a promising possibility for creating prediction models that are more accurate and reliable. The
industry's dedication to improving the prediction accuracy of stock prices is demonstrated by
the move towards more sophisticated models that incorporate a variety of data sources,
including high-frequency trading data and global economic indicators[11].

This study highlights the prediction of stock prices using advanced machine learning
and deep learning models leading the way. Combining sentiment analysis with technical
indicators is a promising approach to further improve the predictive power of these models and
provide a more comprehensive picture of investor sentiment and market dynamics.

Methodology
Data Collection

This research used historical stock prices from Yahoo Finance and sentiment data
from NewsData.io, for August 14, 2023, and February 12, 2024, from well-known
companies such as Apple, Google, Microsoft, Amazon, Tesla, and Meta[12][13]. The
Financial data were retrieved using the yfinance library, which provided a large dataset for
this study.[14].
Sentiment Analysis

The sentiment scores for Sentiment Analysis were calculated using the news articles
related for the selected companies, retrieved via NewsData.io's Historical data API[15]. This
method combined quantitative data with qualitative insights to analyze the effect of market
sentiment on stock prices. This means we're not just looking at quantitative data like stock
prices or trading volumes; we're also looking at qualitative insights like what people are
writing and saying in the news. By examining the words used in these news articles, the study
measures the overall feeling or mood in the market – like whether people are positive or
negative about these companies. This way, we mix the hard facts of the market with the softer,

491



more opinion-based side of things you see in the news, to get a fuller picture of what might
make stock prices go up or down.

Model Development and Evaluation
This work focuses on evaluating various predictive models, including Simple Linear

Regression, Multivariable Regression, Random Forest, and Long Short-Term
Memory(LSTM) models, culminating in the development of a Bidirectional Long Short-Term
Memory(LSTM) model[16].This final model uses the Moving Average Convergence
Divergence (MACD) indicator and the hyperparameter tuning as outlined in Table X, to
identify potential stock price movements[17]. During the hyperparameter tuning process, we
tested a series of Bidirectional LSTM models with different configurations to identify which
setup best predicts stock prices. We varied the number of LSTM units, the dropout rates to
prevent overfitting, and the learning rate which controls the speed at which the model learns.
Each trial was evaluated using the Mean Squared Error (MSE), a measure of how closely the
model's predictions match the actual stock prices. The trial with the lowest MSE, which
signifies the smallest average prediction error, was selected as the best model. This process
ensures we select a model that is well-tuned and most likely to provide accurate predictions.
(Refer to Table 1: Hyperparameter tuning details in the later section.)
Results

Our evaluation of various machine learning models for stock prediction, integrating
financial data and sentiment analysis, revealed significant disparities in performance. The
comparison was primarily based on Mean Squared Error (MSE) as a metric for accuracy
assessment. Below, we present the visual representation of the comparison through plots
depicting the predicted versus actual stock prices for each model.

Linear Regression

Figure 1: Linear Regression Model.
The actual prices and predicted prices are visibly distinct, indicating that the model's

predictions are not closely aligned with the actual values. The linear regression model resulted in

492



a high Mean Squared Error (MSE) of 8143.439435841439, which further suggests that this
model has a large average squared difference between the estimated values and what is
estimated, implying poor model performance in this instance.

Multivariable Regression

Figure 2: Multivariable Regression.
The points appear more closely aligned along a line, which suggests a better fit

compared to the previous model. With an MSE of approximately 2.05, the model's predictions
are more accurate, showing a significantly lower average squared difference between the
predicted and actual values. This indicates a stronger predictive performance.

Random Forest Model

Figure 3: Random Forest Model.
The scatter plot indicates a closer alignment between the actual and predicted closing

prices compared to the linear model, yet there remains some dispersion. The Random Forest
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model's MSE of 9.181053484740085, while significantly lower than the linear regression,
suggests that while the model has improved predictive accuracy, there are errors and further
optimization may still be beneficial.

Linear Regression Model with Sentiment Analysis

Figure 4: Linear Regression Model with Sentiment Analysis.
The chart suggests a considerable discrepancy between the actual and predicted closing

prices in the linear regression model with sentiment analysis, with the predictions not closely
mirroring the actual values. The Mean Squared Error (MSE) of 5214.257518177014 indicates
the model’s average error magnitude is substantial, which might point to over-simplification in
the model or non-linear patterns in the data that the model cannot capture.

Multivariable Regression Model with Sentiment Analysis

Figure 5: Multivariable Regression Model with Sentiment Analysis.
The visualization indicates that the multivariable linear regression model with sentiment

analysis, with a MSE of 4.464519821824686, displays a noticeable variance between the actual
and predicted closing prices, though to a lesser extent compared to a simple linear model. The
lower MSE suggests that incorporating multiple variables and sentiment analysis has improved
the model's predictive accuracy, yet there's still room for improvement, possibly through more
complex modeling or additional feature engineering.
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Random Forest Model with Sentiment Analysis

Figure 6: Random Forest Model with Sentiment Analysis.
The chart suggests that the Random Forest model with sentiment analysis features offers

a better fit between the actual and predicted closing prices than previous models, as seen by the
closer alignment of data points. Despite this improvement, with an MSE of
13.425193631516159, the model still shows some discrepancies, indicating potential areas for
optimization, such as feature selection or model complexity adjustments.

LSTMModel with Sentiment Analysis

Figure 7: LSTM Model with Sentiment Analysis.
The chart for the LSTM model with sentiment analysis shows a mixed degree of

correlation between actual and predicted stock prices, with some predictions closely matching
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the actual prices while others diverge significantly. The MSE of 894.2878276166255 indicates
that, on average, suggesting room for improvement in the model's predictive accuracy.

Bi-directional LSTMModel with Sentiment Analysis, MACD Indicator &
Hyerparameter Tuning

Figure 8:Bi-directional LSTM Model with Sentiment Analysis,
MACD Indicator & Hyperparameter Tuning. For the bi-directional LSTM with MACD

and hyperparameter tuning, the MSE is 0.014228450035964088. This low MSE indicates that
the model predictions are very close to the actual values, suggesting a high level of accuracy
and making this model a strong candidate for the final model selection. The chart visually
supports this with the predicted values closely matching the actual values.

Summary
The below table summarizes the different models and their corresponding Mean

Squared Error (MSE) metrics mentioned above:

Model MSE

Linear Regression 8143.439435841439

Multivariable Regression 2.0516316291568004

Random Forest Model 9.181053484740085

Linear Regression with Sentiment Analysis 5214.257518177014

Multivariable Regression with Sentiment
Analysis

4.464519821824686
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Random Forest with Sentiment Analysis 13.425193631516159

LSTM with Sentiment Analysis 894.2878276166255

Bi-directional LSTM with MACD &
Hyperparameter Tuning

0.014228450035964088

Discussion
The results of our study highlight how important advanced feature engineering and

model complexity are to improving the accuracy of stock predictions. Traditional models like
Random Forest and Simple Linear Regression, although foundational, exhibited limitations in
capturing the complex dynamics of stock price variations. The introduction of sentiment
analysis data marked a notable improvement, underscoring the influence of market sentiment
on stock prices.

The result of combining sentiment analysis with the technical signal MACD is the
Bidirectional LSTM model, which stands out for having a significantly decreased Mean
Squared Error (MSE). In addition to increasing the model's accuracy in predicting stock prices,
this integration highlights how important feature engineering is to improve the performance of
the model.

Bidirectional LSTMModel Superiority
The low MSE of the Bidirectional LSTM model indicates that this model performs

substantially better than all other models tested in this study. These exceptional results can be
attributed to multiple significant improvements in this approach:

Integration of MACD
The Bidirectional LSTM model now includes new elements that capture stock price

trends and momentum, allowing for an improved understanding of market movements. These
features are supported by the inclusion of the Moving Average Convergence Divergence
(MACD) indicator. The MACD is calculated by subtracting the long-term exponential moving
average (EMA) from the short-term EMA of the stock's closing prices. Specifically, this is
computed by first determining the short-term EMA over a window of 12 day periods and the
long-term EMA over 26 day periods. Then we calculate the MACD line as the difference
between these two EMAs. Additionally, a signal line, which is the EMA of the MACD over a 9
day period window, is computed to trigger buy or sell signals based on the crossover with the
MACD line. These indicators were integrated into our dataset as new features to assist in the
analysis and prediction of stock price movements, enriching our model with deeper insights into
market trends and momentum.

Hyperparameter Tuning
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Based on the trials from hyperparameter tuning, a variety of configurations for the
Bidirectional LSTM model were evaluated, focusing on the number of units, dropout rates,
and learning rates to optimize the model's predictive accuracy. The trials table below
showcases the different combinations of these hyperparameters that were tested to
minimize the Mean Squared Error (MSE). The best model was selected based on the
model’s ability to forecast stock prices with the lowest MSE, ensuring a balance between
complexity and performance to achieve high prediction accuracy. This tuning process
supports the robustness of the final model, which is substantiated by the detailed
exploration of hyperparameter space as seen in the attached table.

Table 1 : Hyerparameter tuning details

Use of Sentiment Analysis
Incorporating sentiment analysis allowed the model to factor in the impact of market

sentiment on stock prices, adding a layer of predictive power that traditional financial indicators
alone cannot provide.

The Bidirectional LSTM model's success underscores the potential of combining deep
learning techniques with financial indicators and sentiment analysis to achieve better accuracy in
stock price prediction. This approach not only improves predictive performance but also offers
insights into the complex dynamics that influence stock market behavior.
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Tra
ils

Units Dropout_
1

Dropout_
2

Learning
Rate

Mean Squared Error(MSE)

0 480 0.1 0.0 0.000363 0.024921772070229053

1 256 0.1 0.4 0.001715 0.024995621293783188

2 320 0.1 0.1 0.000975 0.024484379217028618

3 64 0.0 0.3 0.002336 0.025350735522806644

4 480 0.2 0.2 0.000675 0.024587414227426052

5 448 0.0 0.1 0.001028 0.024744096212089062

6 352 0.0 0.0 0.000350 0.024627000093460083

7 480 0.1 0.2 0.000136 0.024421404115855694

8 480 0.0 0.4 0.000122 0.025497076101601124

9 448 0.2 0.1 0.003965 0.02481305692344904



Practical Implications
For investors and financial analysts, the Bidirectional LSTM model presents an

innovative tool for navigating the stock market's volatility. The model's precise stock price
predictions could give investors a strategic advantage, enhancing the potential for better
returns and lower risks. However, recognizing the inherent unpredictability of financial
markets, influenced by unforeseen global events, economic shifts, and regulatory changes is
essential.

Future studies could explore the integration of real-time analysis, larger datasets, and
additional economic indicators to further refine the model's predictive capabilities. Such
advancements could provide even more robust tools for market analysis, investment strategy
development, and risk management.

To summarize, this study demonstrates how integrating machine learning and financial
analysis could transform the investing landscape and create new opportunities for data-driven
approaches. Although these models show promise, they should only be utilized as a
component of a thorough investment strategy that takes regulatory compliance, financial
fundamentals, and market analysis into account to successfully traverse the complexity of the
stock market.

Conclusion
The investigation of different stock prediction models' predictive accuracy, especially

that of the Bidirectional LSTM model, highlights the exciting possibilities of incorporating
sentiment analysis and technical indicators into machine learning algorithms. This research has
shown that the Bidirectional LSTM model outperforms more conventional and less advanced
approaches in terms of forecasting accuracy when this model is backed by MACD and optimal
hyperparameter adjustment.

Key Findings
The Bidirectional LSTM model significantly outperformed other models in predicting

stock prices, as evidenced by the model’s minimal MSE. This success highlights the model's
ability to effectively capture and interpret the complex dynamics of the stock market.
The integration of MACD as a technical indicator and the incorporation of sentiment analysis
from news data provided a more nuanced understanding of market movements, contributing to
the model's superior performance.

Potential Impact
The findings of this research serve as a foundation for those in the financial sector

looking to apply AI and machine learning for in-depth market analysis. Furthermore, the
results contribute to the field of quantitative finance by demonstrating the possibility of
boosting forecast accuracy through the integration of financial analytics and machine learning.
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Suggestions for Future Research:
Although the Bidirectional LSTM model is a big advancement, this model requires

more testing and verification before being used in real-world applications. To confirm the
model's efficiency, further research could expand the dataset, investigate more technical
indicators, and use the model in various market sectors.

Incorporating global economic indicators and examining the effects of real-time news
sentiment analysis may yield more insightful results and improve model performance.

Important issues for future research include addressing the problem of model
overfitting and investigating the model's applicability to high-frequency trading data.

The results of this study confirm that incorporating machine learning into financial
decision-making procedures is both feasible and more prevalent. The use of these advanced
technologies will become more essential as the financial sector develops.

Supplement Material - Model Definitions
Linear Regression Model

● Definition: A statistical method that models the relationship between a single
independent variable and a dependent variable by fitting a linear equation[18].

● Methodology: Used day numbers or Sentiment score as the independent variable to
predict stock closing prices. Assumes a linear relationship over time or sentiment
score.

Multiple Linear Regression Model
● Definition: Extends simple linear regression to multiple independent variables to predict

a dependent variable, allowing for more complex relationships[19].
● Methodology: Incorporated features are Open, High, Low, Volume, Day with and

without the Sentiment Score to predict closing prices.
Random Forest Model

● Definition: An ensemble learning method that operates by constructing a multitude of
decision trees at training time to improve prediction accuracy[20].

● Methodology: Used stock data features (Open, High, Low, Volume, Day, with and
without Sentiment Score) for prediction.

LSTMModel
● Definition: A type of recurrent neural network capable of learning order

dependence in sequence prediction problems[21].
● Methodology: Applied to capture long-term dependencies in stock price movements

using sequence data.
Bidirectional LSTMModel

● Definition: An advanced version of the LSTM model, incorporating technical
indicators like MACD and optimized through hyperparameter tuning for improved
accuracy[22].
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● Methodology: Includes MACD for feature richness and hyperparameter tuning
for optimal performance.
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Diet Habits Among High Schoolers in New York City Public High Schools Correlation
With Academic Performance By Ayan Najam

Abstract
Numerous studies have claimed a connection exists between the diet habits of students

and their academic success in school. However, little is known about this correlation between
NYC high school students’ diet habits and their academic performance. This research paper aims
to fill this gap in knowledge by analyzing this correlation with NYC high school students where
there proves to be a desperate need for more research because of unhealthy diet habit practices.
The hypothesis for this study was there would be a positive correlation between the diet habits of
high school students and their academic performance. This research paper will follow a
mixed-methods procedure, utilizing quantitative and qualitative data. Quantitative data will be
obtained through the frequency of meals consumed in four weeks by the participant through the
24-hour Dietary Recall and running a linear regression through the grades to find a correlation.
Qualitative data will be collected by conducting a thematic analysis of the participant’s responses
to analyze a shift in the participant’s attitudes about their eating habits to their academic
performance. Through these methods, the results achieved in this research pertained to finding a
weak correlation between the consumption of breakfast and lunch and a NYC high school
student’s academic performance, while the consumption of dinner received a moderate
correlation. With limitations ranging from small sample sizes to not collecting participants from
two of the five boroughs in NYC, the conclusion proved that there is a weak correlation between
these two variables.

Introduction
There’s no question that food’s fundamental role in life is to provide individuals with

energy for survival. Indeed, food is the main source that gives individuals the necessary nutrients
they need to survive. However, even though food is essential for one’s health, the type of foods
consumed is even more notable to ensure their well-being. Over time, individuals’ consumption
of these foods eventually turns into their diet habits, an individual’s food preferences. These diet
habits can vary from strict diets, i.e. Mediterranean diet, to individuals’ everyday eating patterns.
Henceforth, to optimize one’s energy and health, one’s diet habits must be in check.

Considering this linkage between diet and health, if one was considering a high school
student, one would assume their diet habits to be balanced to provide them with the necessary
nutrients for their growth. However, besides these nutrients that high school students need, the
impact between their diet habits and their academic performance must also be assessed.
Referring to how diet affects one’s overall health, the idea of diet also being responsible for the
learning ability of a child can be extrapolated. Sure enough, current research conducted between
these two variables supports a potential connection. Although research done in larger areas gives
an excellent overview of exemplifying this correlation in larger populations, further research is
necessary in smaller areas, i.e. cities. It is vital to examine specific cities containing students with
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detriments in their diet habits as the findings can give a more comprehensive understanding of
this connection. Among these cities, New York City (NYC) comes to mind because of how high
schoolers are currently being affected by unhealthy diet habits. As stated by the NYC Food
Report, 40% of NYC high school students are undergoing some form of obesity, depicting a lack
of nutrition in their diet habits81. This startling statistic expresses the urgency for more research
in NYC to grasp whether or not high schoolers’ nonnutritious diet habits are linked to their
academic performance.

Thus, this research paper aims to find the correlation between the diet habits of NYC high
school students and their academic performance. The methods utilized in this research will
revolve around correlational analysis through administering questionnaires/forms for the
participants to complete, as well as a thematic analysis. Upon completion of this research, more
information about this topic will be revealed, uncovering whether or not academic performance
is impacted by NYC high schoolers’ diet habits. The leading research question to guide this
paper is: To what extent do diet habits among high school students in NYC Public High Schools
correlate with academic performance?

Literature Review
K-8, High School, and College Students in Foreign Countries

To better understand the context of this topic, a review of the current research in foreign
countries is needed. Examining studies conducted in foreign countries and comparing the
findings found in America helps draw similarities/differences between various populations. Even
more so, acknowledging students from different age groups is vital to recognizing any common
themes.

When examining elementary students, Florence et al., researchers with Ph. D.s in
Epidemiology and Biostatistics, provide excellent insight by examining 5,200 Grade 5 students
in specific areas in Nova Scotia, Canada, and finding a strong, positive correlation between the
diet habits of these students and their academic performance82. The usage of a Food Frequency
Questionnaire (24-hour Dietary Recall), a form that allows participants to log what they’ve eaten
in the past day, further strengthens the results of this paper by utilizing a satisfactory tool to
gauge the diet habits of Grade 5 students within a specific period. Despite this, this correlation is
simply a glimpse of how diet habits can impact academic performance in elementary students.
Thus, more research with older students must be examined to understand the complexity of this
issue even further.

When considering middle school students, researchers Muhammed Shabir et al. found a
significant positive correlation between the consumption of low-nutrition foods and decreased

82 Florence, M. D., Asbridge, M., & Veugelers, P. J. (2008). Diet Quality and Academic Performance. Journal of School Health, 78(4), 209–215.
https://doi.org/10.1111/j.1746-1561.2008.00288.x

81 New York City Government. (2023, June 8). PRIORITIZING FOOD EDUCATION IN OUR PUBLIC SCHOOLS: A path to developing a
healthy next generation. NYC.gov.

505



academic performance in Pakistani middle schoolers through a 24-hour Dietary Recall83. Results
also included a linkage between the lack of physical activity to decreased academic performance,
however, the connection between the middle schoolers’ diet habits and academic performance
remained pertinent. Much similar to the results discovered by Florence et al., Muhammed Shabir
et al.'s results reinforce how diet habits are directly connected to one’s academic performance.
Therefore, the correlations found by Florence et al. and Muhammed Shabir et al. show strong
similarities in how diet habits can impact elementary and middle school students’ academic
success.

When examining high schoolers, researchers Alqahtani et al. concluded that there’s a
positive correlation between high schoolers’ breakfast habits in Aseer, Saudi Arabia, and their
academic performance84. Although this finding focuses more on breakfast habits compared to the
holistic diet of a student, it is worth noting how there is still a positive correlation between the
two variables. This introduces the idea of specific meals correlating with one’s academic prowess
instead of one’s holistic diet as found by Florence et al. and Muhammed Shabir et al. Despite
this, the correlation of a high schooler's entire diet to their academic performance is overlooked
and thus, reveals a key caveat to this study. A study exemplifying the correlation between their
diet and academic performance must be conducted to provide a more thorough insight into high
schoolers.

When considering college students, researchers Uwannah et al. deduced a positive
correlation between the diet habits of college students in Ikenne, Ogun State, and their academic
performance85. Although this study does consider the holistic diet of a college student, the study
specifically hones in on breakfast by monitoring the frequency of breakfast consumption, similar
to Alqahtani et al.’s study. Conversely, through the usage of a Food Frequency Questionnaire, the
results corroborate the idea of a positive correlation between the diet habits of college students
and their academic performance.

Upon analyzing these studies, the presence of a positive correlation between the diet
habits of students and their academic performance is common. When examining the tool utilized
to gauge a participant’s diet habits, a 24-hour Dietary Recall seemed to be the most popular tool,
gathering data related to the frequency of specific meals consumed. Furthermore, quantitative
data proved to be commonly collected throughout these studies using logistic regressions,
however, not much focus was on the qualitative data, illustrating a weakness in the intricacy of
the findings. In the end, most studies concluded a positive correlation between a student’s diet
habits and their academic performance, despite the correlation between high schoolers remaining
in a blur due to there being no research on the entirety of one’s diet and their academic success.

85 Uwannah, N., Caroline, A., & Lotachi. (2018). Eating Habit and Academic Performance of Secondary School Students in Ikenne,Ogun State.

84 Alqahtani, Y., Assiri, OhoodA. A., Al-Shahrani, NoufS. S., Alyazidi, NohaS. S., & Alshahrani, MalakS. H. (2020). Relationship between
nutritional habits and school performance among primary school students in Asser Region. Journal of Family Medicine and Primary Care, 9(4),
1986. https://doi.org/10.4103/jfmpc.jfmpc_885_19

83 Muhammad Shabbir, Qamar-uz-Zaman, & Muhammad Atif. (2019). Effects of Malnutrition on the Academic Performance: A Case Study of
Grade 6-8 Learners in Punjab, Pakistan. Review of Economics and Development Studies, 5(4). https://doi.org/10.26710/reads.v5i4.882
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K-8, High School, and College Students in America
Now, having explored studies conducted in foreign countries, discerning studies from

America is just as crucial to understanding the overall issue. As previously mentioned, dissecting
studies from America will allow for comparisons between the findings from foreign studies to
find common themes and results.

When considering elementary students in America, researchers Molinelli et al. claim that
a positive correlation between the nutrition of students and their academic performance86 exists.
It’s worth noting how despite this study taking place in America, the results are highly similar to
the results Florence et al. found in their paper, illustrating a positive correlation between the diet
habits of elementary students and their academic performance through the usage of 24-hour
Dietary Recalls. This positive correlation, and the tool employed, is a common theme in both
research papers and it is crucial to understand this similarity to better understand this topic.

When considering middle school students, researchers Kleinman et al. found a positive
correlation between the diet habits of middle schoolers and their academic performance87. The
findings of this paper closely resemble those of Muhammed Shabir et al. and how both papers
used 24-hour Dietary Recalls to analyze diet habits to show a linkage between the diet habits of a
middle schooler and their academic performance. Moreover, Kleinman et al. also stress how a
sufficient amount of time must be given to the participant to ensure an accurate depiction of a
participant’s diet habits of at least two weeks to a month. As a result, one can conclude that a
correlation between a middle schooler’s diet habit and their academic performance exists, despite
the location of the study.

When considering high schoolers, Charles E. Basch, a Ph.D. in Health Education,
explains that there’s a positive correlation between high schoolers’ diet habits and their academic
performance and that skipping breakfast can result in negative academic performance88. Similar
to Alqahtani et al.’s paper, Basch’s paper puts forth an analogous conclusion, claiming that
breakfast and a high school student’s entire diet are vital to their academic performance. This
finding provides the necessary clarity about whether or not the entirety of a high schooler’s diet
habit impacts their academic performance, a piece of information missing from Alqahtani et al.’s
study. This is a recurring theme between these two papers and supports a correlation between
high schoolers’ diet habits and their academic performance.

When looking at college students, Burrows et al. claim that there’s a positive correlation
between the diet habits of college students and their academic achievement through the usage of
a Food Frequency Questionnaire89. This paper’s findings resemble the findings of Uwannah et al.

89 Burrows, T. L., Whatnall, M. C., Patterson, A. J., & Hutchesson, M. J. (2017). Associations between Dietary Intake and Academic
Achievement in College Students: A Systematic Review. Healthcare, 5(4), 60. https://doi.org/10.3390/healthcare5040060

88 Basch, C. E. (2011). Breakfast and the Achievement Gap Among Urban Minority Youth. Journal of School Health, 81(10), 635–640.
https://doi.org/10.1111/j.1746-1561.2011.00638.x

87 Kleinman, R. E., Hall, S., Green, H., Korzec-Ramirez, D., Patton, K., Pagano, M. E., & Murphy, J. M. (2002). Diet, Breakfast, and Academic
Performance in Children. Annals of Nutrition and Metabolism, 46(1), 24–30. https://doi.org/10.1159/000066399

86 Molinelli, C. (2022). The Relationship Between Nutrition and the Success of Learning in American Elementary- Aged Students Nutrition’s
Impact on Students’ Learning. https://digitalcommons.sacredheart.edu/cgi/viewcontent.cgi?article=2004&context=acadfest
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and how college students' academic performance depends on their diet habits. This again,
emphasizes the positive correlation between the diet of a college student and their academic
performance.

Upon considering these studies, each study bolsters the conclusion that a strong, positive
correlation between a student’s diet habits and their academic performance exists. Although
these papers were conducted in America, the findings of these papers are akin to the findings
found in foreign countries. Moreover, a 24-hour Dietary Recall seemed to be the universal tool to
collect a participant’s diet habits, regardless of the location of the study symbolizing how
successful the tool is in producing valid, reproducible results. Similar to studies done in foreign
countries, quantitative data still proved to be the most commonly collected throughout these
studies through the usage of logistic regressions, with little importance given to qualitative data.
Thus, one can conclude that despite examining a correlation in a foreign country or America, one
can expect to find a positive correlation between diet habits and academic performance through
the usage of a 24-hour Dietary Recall.

Gap and Hypothesis
When examining the plethora of research conducted on this topic, one specific theme

repeatedly presents itself: a positive correlation between diet habits and academic performance of
elementary, middle, high school, and college students despite the location of the study. However,
when analyzing these studies, little to no studies explored the correlation in smaller regions
besides Uwannah et al.‘s study in Ikenne, Ogun State. Thus, studying cities where high school
students are showing deleterious health effects from their diet habits is essential to capture the
bigger picture. When considering these cities, NYC is a notable city that comes to mind.
Referring back to how 40% of NYC high school students are currently undergoing some sort of
obesity, the connection between whether or not their diet habits impact their academic
performance remains unknown90. Finding a correlation between these two variables will spur
more attention to this issue and lead to solutions for this dilemma. Thus, researching this gap is
paramount in capturing the overall perspective and adding a more refined understanding of the
topic. Studies focusing on smaller regions will give the field a more comprehensive
understanding, further showing the potential correlation between diet habits and a high school
student’s academic performance. To conduct this research, correlational analysis will be
conducted and questionnaires/24-hour Dietary Recalls will be administered. Additionally,
academic grades will be collected to find a correlation between high schoolers’ diet habits and
their academic performance. For a more qualitative understanding, a thematic analysis will be
conducted, utilizing open-ended responses relating to the participant’s view of the impact of their
diet habits on their academic performance before and after the research to uncover any shifts in
the participants’ attitudes. All of this considered, the hypothesis for this research is that a positive

90 See Footnote 2
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correlation between the diet habits of high school students and their academic performance will
exist, corroborated by prior research conducted in the field.

Methodology
When studying the correlation between NYC high school students’ diet habits and their

academic performance, a methodology that can effectively find the connection between these
two variables is required. Upon examining prior studies on this subject, it can be deciphered that
many of these papers mainly used quantitative methods to find a connection. Although
quantitative methods prove to be an effective approach to finding this correlation, past studies
neglect the full in-depth understanding by not utilizing qualitative methods. Therefore,
qualitative along with quantitative methods must be applied to give the topic a more nuanced
understanding. Thus, a mixed-methods procedure will be implemented to achieve a higher level
of insight. In terms of sampling, convenience sampling will be the sampling choice for this
research study as it will reach more NYC high school students in a greater amount of time. Due
to the vast population size of NYC high school students approximately 400,000 students,
convenience sampling ensures that students picked are readily available for the research study.

In terms of quantitative analysis, a longitudinal correlational study was conducted with
participants logging what they ate in four weeks from the first week of February to the first week
of March. Each participant was sent a 24-hour Dietary Recall form via Google Docs and each
document was assigned a randomized number to ensure confidentiality about which document
that participant owns. The frequency of meals participants consumed throughout the day, as well
as their fall semester grades, were collected. From there, a linear regression between the data was
calculated to find the correlation between these two variables. Through the usage of linear
regression, the relationship between the frequency of meals consumed and academic
performance was readily found and results were clearly illustrated through a scatter plot. Values
such as a correlation coefficient and a P-value were also calculated to illustrate the strength of
the correlation.

On the other hand, qualitative analysis will center around a thematic analysis of the
participant’s responses to the open-ended questions regarding their perspective on the impact of
their diet on their academic performance. The thematic analysis will involve analyzing
overarching themes that present themselves and differentiating them. Furthermore, the sets of
questions will serve as perspectives before and after the four weeks to allow for comparisons
between the participants’ mindsets. Responses will be organized based on participants’
perceptions of the impact of their diet habits on their academics and how they changed over the
research period.

24-hour Dietary Recall
When looking at the prior research studies conducted on the correlation between a

student’s diet habit and their academic performance, a 24-hour Dietary Recall was the most
popular tool used to gauge a participant’s diet habit. For instance, researchers such as Alqahtani
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et al.91 and Kleinman et al.92 both utilized 24-hour Dietary Recalls and deemed it as the most
effective tool to gauge a participant’s diet by measuring the frequency of meals consumed.
However, for the 24-hour Dietary Recall to be effective in gauging a participant’s diet habits, it
must be administered for a duration of time (around two weeks to a month) that allows for a deep
analysis of the participant’s diet as claimed by Kleinman et al93. As a result, a timespan of at least
a month was utilized for this research, aiming to maximize the possibility of acquiring one’s diet
habit. For calculating the relationship between a student's diet habit and academic performance,
logistic and linear regression were found to be two of the most effective ways to calculate a
relationship between these variables as claimed by researchers Lόpez-Gil et al.94 and Florence et
al95. To better display the data as well as any patterns the data might reveal over a month, linear
regression was chosen as the tool used to be able to find this relationship between the variables.
Thus, linear regression and the usage of scatterplots will be used for this research to readily
calculate the strength of the correlation between diet habits in students and their academic
performance.

To acquire participants, a Google Form via multiple social media platforms, i.e.
Instagram, Reddit, and Quora, and an educational portal, Jupiter Ed., were sent to collect
participants interested in participating in this research and have the participants complete
confidentiality statements (See Appendix A). From there, a pre-made 24-hour Dietary Recall, via
Google Docs, was sent to the participants. The title of their 24-hour Dietary Recall would be
“Participant #” with the number being randomized to maintain confidentiality between the
researcher and participants. Participants were asked to log what they ate for two nonconsecutive
days of the week, for four weeks, to have day-to-day variation within the participants’ diets (See
Appendix B). The reason for having participants log what they’ve eaten for two nonconsecutive
days is to have a greater chance of variance in the diet habits of participants. Consecutive days
would introduce the risk of participants eating what they ate the previous day (i.e. leftovers) and
thus, no variation in their eating habits96. Variation would allow for a thorough analysis of the
participant’s diet with the expectation of the participant eating different foods each day.

Once the four-week period ended, the 24-hour Dietary Recalls were analyzed to spot
frequencies of specific meals that participants had eaten throughout the week. To do this, the
frequencies of the different meals consumed (breakfast, lunch, dinner) were counted each week
to observe if the participant skipped or ate during those meals. Furthermore, academic grades
were correlated with the frequency of meals eaten by participants. Once this data was collected,
the data was inserted into Google Sheets and run through linear regression to find a correlation

96 National Cancer Institute. (2019). 24-hour Dietary Recall (24HR) At a Glance | Dietary Assessment Primer. Cancer.gov.
https://dietassessmentprimer.cancer.gov/profiles/recall

95 See Footnote 2

94 López-Gil, J. F., Mesas, A. E., Álvarez-Bueno, C., Pascual-Morena, C., Saz-Lara, A., & Cavero-Redondo, I. (2022). Association Between
Eating Habits and Perceived School Performance: A Cross-Sectional Study Among 46,455 Adolescents From 42 Countries. Frontiers in
Nutrition, 9. https://doi.org/10.3389/fnut.2022.797415

93 See Footnote 8

92 See Footnote 8

91 See Footnote 4
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between the two data sets. A scatterplot was constructed to visually show the correlation between
the two variables as well as the strength of the correlation. A correlation coefficient was also
calculated to determine the strength of the correlation, and a P-value, to further show the
influence between these two variables. With this linear regression, the correlation between diet
habits in NYC high schoolers and their academic performance was displayed, presenting
numerical data that supports a correlation between these two variables. Values such as a
correlation coefficient and a P-value were vital values to further show the strength of the
correlation, and help compliment the scatterplot in displaying this correlation.

Thematic Analysis
Although past research papers utilized quantitative data to provide numerical data to

support a correlation, qualitative data was an overlooked aspect of this correlation. Referring
back to Alqahtani et al. and Kleinman et al.’s research, just a few of the many research papers
that overlook this facet, these research papers solely focused on the numerical values of the
strength of the correlation between high schooler’s diet habits and their academic performance.
Correlation coefficients and P-values were values that these research papers heavily relied on to
strengthen the notion of a correlation between these two variables. Thus, as a way to get the most
comprehensive understanding of this topic, qualitative data will be used to display the connection
in addition to numerical values.

As a surefire way to measure qualitative data, participants’ attitudes to whether or not
they think their diet habits influence their academic performance before and after the four weeks
were compared. The purpose of this thematic analysis would be to observe any underlying
themes of how participants personally feel about their diet habits impacting their academic
performance. To conduct this, participants were asked a series of questions in the Google Form
about their current view of how much their diet habits impact their academic performance (See
Appendix C). These questions asked the participants to reflect on their diet habits and to evaluate
whether or not they considered their diet to influence their academic performance. At the end of
the four-week research period, the participants were asked the same questions from before the
research period to observe any changes in the responses (See Appendix D). These questions
centered around whether participants think their diet habits played a role in their academic
performance even after participating in this four-week-long research study. From there, a
thematic analysis was conducted, analyzing themes that were present within the responses.
Specific codes were created ranging from a sentence to a few sentences that encompassed any
thoughts that participants had about their perspective toward their diet habits.

By analyzing these specific themes to illustrate the comparisons between the participants’
responses, more insight was presented about whether participants thought their diet habits
impacted their academic performance or if it was simply not a significant factor in their
academic performance.

Findings
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Linear Regression Models
Extracting quantitative data required the construction of linear regression models between

the frequency of meals consumed by participants and participants’ fall semester grades.
Furthermore, values such as a correlation coefficient and P-values were calculated to
demonstrate the accuracy and strength of the correlation, along with scatter plots to represent the
relationship in a visual light. The horizontal axis (x-axis) of these scatter plots represents the
frequency of meals that participants consumed, while the vertical axis (y-axis) represents the
grades that all 46 participants received during the fall semester of the 2023-2024 School Year.
The maximum y-value the graphs have is the highest average that one of the 46 participants
received, while the maximum x-value is 8 because of how for each of the four weeks,
participants were to log what they had eaten for only two nonconsecutive days of the week from
the 24-hour Dietary Recall. Lastly, these scatter plots also generated a y = mx + b equation and a

value better to represent the strength of the correlation between these variables.𝑅2
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When examining these correlations, it’s clear that there’s a weak correlation between the
frequency of consuming breakfast and lunch to academic performance supported by the multiple
R-value (correlation coefficient) being <0.5 as shown in Figures 1.2 and 2.2. When considering
the P-value (the probability of no correlation) being <0.5 in Figures 1.2 and 2.2, this signifies the
null hypothesis being rejected. Thus, the null hypothesis of the consumption of breakfast and
lunch not correlating with a high schooler’s academic performance is rejected and is statistically
significant.
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On the other hand, Figure 3.2 supports the fact that there is a moderate relationship
between the frequency of consuming dinner and academic performance supported by the
correlation coefficient being ~0.59. Moreover, the P-value being significantly <0.5 in Figure 3.2
reinforces the null hypothesis of the frequency of consuming dinner not correlating with a high
schooler’s academic performance being rejected.

Likewise, just as the correlation coefficient and P-value are crucial to examining the

strength of this relationship, the value is just as vital. The value is a strong indicator of𝑅2 𝑅2

how well the frequency of meals consumed influences the grades that a high school student

achieves. When examining the value of all three scatter plots, Figures 1.1, 2.1, and 3.1 all𝑅2

show values of <0.5 indicating that the fit of all three models is either weak influence or𝑅2

moderate influence. More specifically, the correlation between the frequency of consuming
breakfast and lunch and one’s academic performance exhibited a weak influence, whereas the
frequency of consuming dinner and one’s academic performance presented a moderate influence.

Thematic Analysis
To extract qualitative data, participants’ responses before and after the four-week

research period were interpreted to dissect any shifts in the participants’ thinking of how they
think their diet habits impacted their academic performance. Participants’ responses went
through a process of coding to examine any common themes between the participants’ responses.

The first theme deciphered from the participants’ responses was the belief that diet habits
had a significant impact on their academic performance both before and after the research period.
Before the research period, participants expressed positive responses explaining how their diet
habits were the reason they achieved their grades in school. When comparing these remarks to
after the research period, participants maintained this same attitude, claiming that their diet
habits impacting their academic performance was accurate because participants noticed having
more energy for their classes and the urge to get their tasks completed.

Contrasting with the first theme, the second theme discerned from the participants’
responses was participants believed their diet habits to be of low importance to their academic
performance, to be of crucial importance. When examining the responses before the research
period, participants described not even considering diet habits to be a factor in their academic
performance. However, when comparing these responses to those after the research period,
participants noticed improvements in their academic grades and had more energy to comprehend
subject material. Thus, this shift entailed a negative attitude transitioning to a positive attitude
towards this correlation.

The last underlying theme obtained was participants believing their diet habits were not
connected to their academic performance before and after the research period. When compared
to the previous two themes, this theme presents participants perpetuating their diet habits not
having an impact on their academic performance whatsoever. Thus, this shift in the participants’
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thinking was minimal as participants’ attitudes about their diet habits not impacting their
academic performance did not alter throughout the research period.

Discussion
When analyzing the data gathered in this study, the data elucidates a crucial perspective

on the correlation between a NYC high school student’s diet habits and academic performance.
When considering both quantitative and qualitative data, the data points to the notion of there
being a weak correlation between the diet habits of an NYC high school student and their
academic performance, despite the participants’ responses.

Upon examining the quantitative data, it is evident that there is a weak correlation
between NYC high school students’ diet habits and their academic performance. Thus, the
conclusion can be made that diet habits have very little influence on a NYC high schooler’s
grades. Despite this conclusion being made from a high schooler’s holistic diet habit, verdicts
can be reached based on specific meals of the day that correlate with their grades. When
considering the weak correlation between the frequency of breakfast and lunch consumed and
one’s academic performance, one can deduce that the frequency of breakfast and lunch
consumption has a weak influence on one’s academic performance. However, when considering
the moderate correlation between the frequency of dinner consumed and one’s academic
performance, one can conclude that dinner consumption has a slight influence on one’s academic
performance.

When comparing these results to other research papers, these results prove to be
uncommon. For instance, papers such as Basch and Alqahtani et al. prove a positive correlation
between the diet habits of high school students and their academic performance, the polar
opposite of the findings of this study. However, when situating the uncommon findings of this
research into the current body of knowledge, one can observe that despite this research providing
a counterargument for the conclusion of there being a correlation between these two variables, it
provides another perspective delving into the specific meals that can impact one’s academic
performance. Although Alqahtani et al.’s paper did focus on breakfast, this research considers all
breakfast, lunch, and dinner for thorough analysis. Furthermore, these findings also urge deeper
research, illustrating how researching specific meal consumption of NYC high school students
and the impact on their academic performance can expose other unprecedented findings.

When examining the qualitative data, changes in participants’ responses were present
throughout the research period. Most commonly, participants considering their diet habits to be
of minimal to significant importance to their academic performance emerged as a popular theme
amongst the three themes mentioned previously. This can best be seen through the response
given before the research period from Participant 20, claiming that “I haven't really considered
my diet habit to be a factor in my academic performance because I feel as though I consistently
would be a procrastinator and struggle in the same things whether I ate ‘healthy’ or not.”
Compared to the response that Participant 20 gave after the research period, the participant
claimed “[I have considered my diet habits to be of] high importance because on the fourth
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week, I decided to eat breakfast and it led me to do better during math, actually understanding
the subject…” Although participants claim to see an improvement in their academic performance
while maintaining healthy diet habits, the quantitative data says otherwise, claiming that there is
a weak correlation between the two variables. Nonetheless, the qualitative data proves to be
intriguing to the topic, showing how despite concrete numerical evidence that depicts a weak
correlation between one’s diet habit and academic performance, high schoolers feel as if their
diet habits do play a role in their academic performance. Despite there being only a few
participants who maintained the same notion of diet habits playing a role or no role in their
academic performance before and after the research, many participants were seen changing their
stance arguing that their diet habits were a crucial factor in their academic performance, a
conclusion that the quantitative results did not provide.

Regardless, these results still suggest a loose correlation between the diet habits of a
NYC high schooler and their academic performance. Although these results don’t align with the
positive correlation that Basch and Alqahtani et al. present with high school students, these
results still provide an alternative perspective on this topic by exemplifying a correlation
between specific meals and a high schooler’s academic performance. A possibility for these
results not finding common ground with other studies could be due to the limitations that this
research entails. A major limitation is the small sample size of 46 participants as it was not
representative of NYC. Moreover, another limitation is that students from the boroughs of
Brooklyn and Staten Island were not collected in this study, making this sample size not
representative of the entire NYC high school population. Despite these two limitations, these
results are useful as they capture a glimpse of the potential correlation between these two
variables for high school students in some parts of NYC. Likewise, these results also display a
significant implication, spreading more awareness for this connection and giving parents more
cognizance of this correlation to be able to provide their children with high-nutrition foods to
benefit their academics. Further research into this field would provide a greater comprehensive
understanding of the topic, better equipping high school students with knowledge of what
influences their academic performance.

Conclusion
Through this research paper, the following research question, “To what extent do diet

habits among high school students in NYC Public High Schools correlate with academic
performance?” was answered through correlational analysis and analyzing participants’ attitudes
toward their diet habits. The findings in this paper, although unique compared to other research
papers, proved to be significant to the topic of a correlation between the diet habits of NYC high
school students and their academic performance.

Even though the hypothesis of this study claiming there was a correlation between the
diet habits of NYC high school students and their academic performance proved to be incorrect,
it is clear that there is a weak correlation between the diet habits of NYC high school students
and their academic performance reinforced by the findings found. Instead, it was found that
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specific meals had a slight connection to the academic grades that NYC high school students
received, thus illustrating a weak to moderate correlation between specific meals of the day and
an NYC high school student’s academic performance. Upon analyzing the quantitative data,
there proved to be a weak correlation between the diet habits of NYC high school students and
their academic performance. In comparison to the qualitative data, participants expressed seeing
a substantial benefit to their academic grades when eating healthy foods, suggesting participants
see a connection between their diet habits to their academic grades, regardless of what the
quantitative data asserts.

As discussed previously, the presence of limitations greatly hindered the results found in
this research. One of the drawbacks is the small sample size of the research of 46 participants.
This study focused on the entirety of the NYC high school population and with the population
being around 400,000 students, 46 participants was not sufficient to account for the thousands of
students. Moreover, another important limitation to consider was NYC high school students not
being collected from Brooklyn or Staten Island. With the absence of these two boroughs, this
research doesn’t encompass the entirety of NYC and thus, provides another fault in the research.
With participants being collected from the remaining boroughs, Queens, Manhattan, and the
Bronx, this research encompasses only a few parts of NYC.

Regardless of these limitations, these findings still prove that despite the holistic diet
habit of a NYC high school student having a weak correlation to their academic performance, a
correlation existing between the consumption of specific meals in a day to academic success
demonstrates a facet of this complex topic. Using quantitative and qualitative data, the results
pointed to a weak correlation between the diet habits of a NYC high school student and their
academic performance. This finding urges further research on this topic, explaining why certain
meals of the day correlate with a high school student’s academic performance, as opposed to the
holistic diet habit. More importantly, conducting studies on smaller cities is needed to give a
more comprehensive perspective, honing in on different-sized populations. Overall, as time
progresses and more research presents itself, high school students will become better suited with
the knowledge they need to increase their academic success in school and beyond through
healthy, nutritious diet habits.
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An Epigenetic Insight into Chronic Obstructive Pulmonary Disease: From DNA
Methylation Mechanisms to Therapeutic Strategies by Trisha Karthi1*

Abstract
Chronic Obstructive Pulmonary Disease (COPD) represents a complicated respiratory

disorder caused by the combination of genetic and environmental factors. Among the epigenetic
mechanisms, DNA methylation has been highlighted especially since it plays a pivotal role in
expression of the genes relevant to the pathogenesis of COPD. This review seeks to understand
the function of DNA methylation in the pathogenesis and progression of COPD, as well as its
significance in the biomarker field, environmental factors, and treatment methods. DNA
methylation, particularly hypermethylation, target genes that are involved in lung maturation,
inflammation, and oxidative stress, contributing to the worsening of COPD. Certain genes,
whose methylation status is related to hypermethylation, like the Interleukin-1 Beta (IL1B),
among others are responsible for an inflammatory process in COPD lungs. The emerging
therapeutic procedures, for example, epigenome editing through CRISPR technology and DNMT
inhibitors, are being used for the personalized management of COPD disease. This review seeks
to elucidate that employing such approaches together with conventional pharmacological
interventions might present a complete treatment plan which could be adjusted to each patient
according to their specific molecular characteristics.
Keywords: COPD, Epigenetic, CRISPR, Methylation

1. Introduction
The relationship between genetic predisposition and environmental factors plays a

significant role in shaping the intense landscape of human health. Within this, epigenetic
mechanisms, particularly DNA methylation, has proved to have a pivotal role in influencing
gene expression without altering the original underlying genetic code [1]. Further, environmental
factors have been proven to have an effect on pathology to a great extent. For example, chemical
pollutants, such as heavy metals and industrial toxins, can contribute to cellular damage and
dysfunction, leading to conditions ranging from respiratory illness to neurological disorders [2].
Moreover, biological agents present in the environment, such as pathogens and allergens, can
trigger immune responses and bring about infectious diseases or allergic reactions [3][4]. On the
other hand, Socioeconomic and lifestyle factors, including access to healthcare, socioeconomic
status, diet, and physical activity, also shape disease patterns and outcomes within populations
[5]. In the context of respiratory health, unraveling the epigenetic organization of genes
In organs such as the lungs and bronchi is necessary for understanding the complexities of
physiological processes and the pathogenesis of respiratory diseases [6][7]. Among these, COPD
stands out as a multifaceted condition characterized by airflow limitation and persistent
respiratory symptoms [6]. Moreover, COPD holds an immense significance within healthcare
and society. As the second leading cause of death in the world, the illness affects a wide range of
people and accounts for a considerable portion of global disability-adjusted life years (DALYs)
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lost [7]. Not only does COPD affect patient health, but it also puts a substantial burden on the
healthcare system through healthcare utilization, lost productivity, and premature mortality
[8][9]. Furthermore, COPD is often associated with other chronic conditions, which exacerbates
the complexity of patient management and places an additional strain on the healthcare system.
As a result, this paper delves into the effects of epigenetic modifications on the molecular
landscape associated with COPD, with a specific focus on DNA hypermethylation. 2 Overall,
this paper aims to investigate the role of DNA methylation and other epigenetic modifications on
the development and progression of COPD. Firstly, I will investigate the current understanding
of DNA methylation, in relation to its parentage of epigenetic modifications. Next, I will
examine what exactly COPD is and its current state within the medical field. After looking at
COPD, I will look at the overall effect of many different epigenetic modifications on COPD,
before putting a wider lens on DNA hypermethylation. Due to the importance of DNA
hypermethylation in the epigenetic mechanism that contributes to COPD, I have put a great focus
on this specific modification. DNA hypermethylation is extremely significant because of its
connection to regulating numerous cellular processes, including embryonic development,
genomic imprinting, X-chromosome inactivation, and tissue-specific gene expression [10]. A
disorder of DNA methylation has been implicated in a wide array of diseases, including cancer,
neurological disorders, and autoimmune conditions, underscoring its seriousness in health and
disease [12]. Furthermore, DNA methylation patterns can be influenced by environmental
factors, lifestyle choices, and aging, highlighting its susceptibility to external stimuli which in
turn can lead to a variety of illnesses, including COPD [13]. After this, I will investigate current
therapeutic solutions given for this issue while also suggesting some new ways to relieve one
from this disease. Moreover, this paper also seeks to explore the environmental and lifestyle
factors that may influence DNA methylation in the context of COPD. By understanding how
factors such as smoking, air pollution, and occupational exposures affect DNA methylation
patterns, I aim to show the complex interplay between epigenetic modifications and
environmental triggers in COPD development [11]. By understanding these concepts in this
review, individuals, healthcare professionals, and society can understand the complexity of
COPD. Since COPD represents a significant public health burden globally by contributing to
morbidity, mortality, and healthcare costs, it is incredibly important to properly recognize the
various causes of the disease [15]. Currently the healthcare system uses a more traditional
approach to COPD management which often focuses on symptom relief and disease stabilization
however these therapies may not address underlying molecular mechanisms [16][18]. By
reviewing the epigenetic modifications associated with COPD, such as histone modifications,
non-coding RNA, and especially DNA methylation, researchers can unwind novel insights into
disease pathogenesis and identify new targets for intervention [19][20][18]. Moreover,
understanding the role of epigenetics in COPD reveals the importance of preventative measures,
such as smoking cessation and environmental regulations, in reducing disease risk and
progression [20]. Additionally, the implementation of the proposed therapeutic solutions
reviewed in this paper holds promise for personalized treatment strategies tailored to individual
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patients’ molecular profiles, potentially improving outcomes and quality of life for those affected
by COPD.

2. What is COPD?
According to the Centers for Disease Control and Prevention (CDC), COPD is the sixth

largest cause of death in the United States, showing just how many people the disease affects
[23][24]. COPD is marked by an ongoing, irreversible restriction in airflow. A collection of
progressive respiratory illnesses defined by persistent airflow limitation are included in the
clinical definition of this disease [25]. This restriction is typically linked to long-term lung
parenchymal and airway inflammation. As the second leading cause of death worldwide, COPD
has a major influence on public health [25][26][27]. The main cause of this illness is extended
exposure to irritant gasses or particulate matter, which is most frequently inhaled through
cigarette smoke. Besides smoking, COPD also develops because of other variables such genetic
predispositions, occupational exposures, and air pollution. COPD includes two primary forms:
emphysema, which is defined by damage to the lung’s air sacs that reduces their elasticity, and
chronic bronchitis, which is characterized by inflammation and narrowing of the bronchial tubes
[26].

The main signs of COPD are chronic cough, increased mucus production, wheezing, and
shortness of breath [12]. People frequently have exacerbations as the condition worsens, which
are characterized by an abrupt worsening of symptoms and a subsequent loss in lung function
[12][13]. In addition to having a significant negative impact on respiratory health, COPD has
systemic effects that lead to several comorbidities such as coronary artery disease, heart failure,
and hypertension as well as an increased risk of pneumonia and bronchitis due to compromised
lung function and impaired immune responses [26].

In the case of COPD, pulmonary function tests are used to identify airflow limitation in
patients, and bronchodilator drugs, inhaled corticosteroids, smoking cessation, and pulmonary
rehabilitation are commonly used in the treatment of the condition [26]. COPD persists despite
continuous attempts to reduce risk factors and improve treatment approaches.
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Figure 1: The Development of COPD

COPD is still a major global health concern that requires extensive research and
treatments to enhance patient outcomes and quality of life. An extensive evaluation of the
patient’s clinical symptoms, medical history, and objective assessments of lung function are
necessary for the diagnosis of COPD. The assessment of pulmonary function using spirometry, a
popular and accurate test that assesses several parameters, including Forced Vital Capacity
(FVC), is an essential part of the diagnosis process for COPD. One important diagnostic
technique is spirometry, which measures the volume and velocity of air that can be breathed and
expelled [28]. Forced Vital Capacity, a crucial metric derived from spirometry, denotes the most
amount of air that an individual can compel themselves to expel following a profound breath
[29]. Reduced Forced Vital Capacity is a characteristic of airflow limitation in COPD, mostly
due to the obstructive component of the disease. The blockage causes the lungs to take longer to
empty completely during exhale, which lowers the forced vital capacity [28][29][30]. The ability
to differentiate between restrictive and obstructive lung disorders can be achieved with the use of
the Forced Vital Capacity measurement. Another important spirometry parameter, forced
expiratory volume in one second (FEV1), also decreases in COPD along with a fall in forced
vital capacity [28]. It is common practice to utilize the FEV1/FVC ratio to determine whether
airflow restriction is present. The defining characteristic of COPD24 is persistent airflow
limitation, which is indicated by a lower FEV1/FVC ratio (< 70%) [29].
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In addition to spirometry, other diagnostic methods, including chest X-rays or CT scans,
may be used to evaluate lung anatomy and rule out other possible causes of illness [28]. Blood
gas analysis can also give information on blood oxygen and carbon dioxide levels, which can be
helpful in determining how severe a patient’s respiratory impairment is if they have COPD [29].

On the other hand, the immune system plays a critical role in COPD pathogenesis, s it
contributes to chronic inflammation, tissue damage, and remodeling within the lungs [27]. In
response to inhaled irritants such as cigarette smoke and environmental pollutants, immune cells
in the lungs, including macrophages, neutrophils, and T lym-phocids, become activated,
releasing pro-inflammatory mediators and creating a state of chronic inflammation [28].

Conversely, one emerging area of research in COPD pathophysiology is the role of
cellular senescence. Senescent cells are cells that have entered a state of irreversible growth in
response to various stressors, including DNA damage, oxidative stress, and inflammation [29].
While senescent cells serve as a protective mechanism to prevent the proliferation of damaged
cells, recent studies suggest that senescent cells play a detrimental role in COPD [30]. Senescent
cells secrete a complex array of pro-inflammatory cytokines, chemokines, and extracellular
matrix-degrading enzymes, collectively known as the senescence-associated secretory phenotype
(SASP) [50]. This SASP can cause chronic inflammation, promote tissue fibrosis, and impair
tissue repair mechanisms within the lungs, contributing to the pathogenesis of COPD [30][31].

Moving on, studies have shown that many epigenetic modifications have been observed
as one of the causes of COPD, and DNA methylation has shown to deviate from normal methyl
levels in COPD patients.

3. The Intricacies of DNA Methylation
3.1 Understanding DNA Methylation

DNA methylation, an important epigenetic modification, involves the addition of methyl
groups (-CH3) to cytosine residues, particularly in CpG dinucleotides [38]. This modification is
done by a family of enzymes known as DNA methyltransferases (DNMTs), with DNMT1,
DNMT3a, and DNMT3b being the primary ones and this process usually occurs in regions rich
in CpG islands, often located in gene promoter regions [35][36][37]. Methylation at these sites
acts as a regulatory switch, influencing gene expression patterns by either promoting
transcriptional repression or regulating gene activation [36]. In the context of DNA
hypermethylation, which is the excessive addition of methyl groups, the gene promoter regions
become densely methylated, leading to a suppressed

524



Figure 2: DNA Hypermethylation occurring within the chromosome and the inhibition of mRNA

transcriptional state [40]. This can result in the silencing of crucial genes associated with a
multitude of cellular processes. On the other hand, hypomethylation, or the removal of methyl
groups, is linked to gene activation, allowing for the expression of specific genes [40][41]. The
figure above shows the formation of DNA hypermethylation with the use of PRC2 and SAM.
Polycom Repressive Complex 2 (PRC2) is a multi-protein complex that is found within
eukaryotic cells and plays a central role with DNA methylation. The core components of PRC2
include EZH2 (Enhancer of Zest Homolog 2), which is the catalytic subunit responsible for
methyltransferase activity, along with other proteins such as EED (Embryonic Ectoderm
Development) and SUZ12 (Suppressor of Zeste 12). These proteins work together to recognize
specific chromatin regions and regulate the addition of methyl groups to histones. On the other
hand, Sadenosylmethionine (SAM) is a key molecule involved in methylation reactions, serving
as the primary methyl group donor. In the case of this figure, the amount of methyl groups that
SAM is adding to the chromosome is too many, causing RNAPII, which is used for mRNA
transcribing, is blocked. Therefore, silencing that gene.

3.2 DNA Methylation’s role in COPD
Within the respiratory system, the DNA methylation process plays a nuanced role in the

regulation of genes crucial for lung development, immune response, and airway maintenance
[46] Alterations in this epigenetic landscape, whether through hypermethylation or
hypomethylation, can disrupt the delicate equilibrium of gene expression, potentially
contributing to the onset and progression of respiratory diseases. Understanding these molecular
complexities is essential for unwinding the connection between epigenetic modifications and
respiratory health [41][42][43].

Specifically looking at DNA methylation, studies have shown that there are deviant DNA
methylation patterns in COPD patients, particularly in genes involved in inflammation, oxidative
stress, and tissue remodeling pathways [70]. For example, the DNA hypermethylation of genes
associated with antioxidant defenses, such as glutathione Stransferase (GSTP1), can impair their
expression, leading to increased oxidative stress and inflammation in the lungs [70][71].
Similarly, hypomethylation of pro-inflammatory genes, such as interleukin-8 (IL-8), may
aggravate airway inflammation and mucus production that is characteristic for COPD [72].
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Further, environmental variables, such as cigarette smoke and air pollution, can induce DNA
methylation changes in susceptible individuals, further creating a risk of COPD [70].

4 Epigenetics and COPD
Genetic alterations can have a substantial effect on the respiratory system and may be

involved in the onset of COPD [50]. Genetic predispositions can increase susceptibility to
COPD, even if environmental factors like air pollution and tobacco smoke are the main causes of
the disease [52][30]. COPD-related genetic alterations frequently affect genes in charge of
preserving lung integrity, controlling inflammation, and fending off oxidative stress [41].
Alpha-1 Antitrypsin deficiency, a genetic disorder brought on by mutations in the SERPINA1
gene, is one such example. By blocking the enzymes that degrade lung tissue, the protein
Alpha-1 Antitrypsin is essential for preventing lung damage [50].

Figure 3: The Effects of Alpha-1 Antitrypsin Deficiency on the Lungs

Alpha-1 Antitrypsin deficiency brought on by mutations in the SERPINA1 gene can result in
unchecked enzyme activity, which accelerates the deterioration of lung tissue and raises the risk
of COPD, especially in younger individuals [73]. Susceptibility to COPD can also be influenced
by genetic differences in other pathways, such as those pertaining to immunological regulation
and inflammatory responses [73]. For example, variations in immune system-related genes, such
as tumor necrosis factor alpha (TNF-alpha), have been connected to heightened airway
inflammation, aggravating the symptoms of COPD [73][74]. Determining who is more at risk
and creating individualized treatment plans require an understanding of the genetic foundations
of COPD [74]. To manage this complex respiratory disorder, more targeted and effective
interventions must be developed. Genetic testing and ongoing research efforts are crucial in
revealing the complex relationships between genetic mutations, respiratory system function, and
the pathogenesis of COPD.

In addition to Alpha-1 Antitrypsin deficiency, several additional genetic variables may
increase the risk of developing COPD [75][76][75]. Variations in genes linked to lung
development, like surfactant proteins, and mucin synthesis, which influences the viscosity and
clearance of airway mucus, have been linked [53]. These differences may interfere with regular
breathing patterns, making a person more susceptible to environmental stressors and accelerating
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the onset of COPD. Furthermore, genetic changes that affect how the body reacts to oxidative
stress are also important [62]. The lungs capacity to combat dangerous free radicals can be
weakened by mutations in genes related to antioxidant defenses, such as glutathione
S-transferase (GST) genes [47]. This can lead to tissue damage and persistent inflammation that
are characteristic of COPD. New susceptibility genes and pathways are being discovered as part
of ongoing research into the genetic basis of COPD [73]. A deeper comprehension of each
person’s unique illness risk and progression is made possible by the combination of genetic data
and environmental risk factors. Understanding these genetic predispositions is promising for the
development of targeted medicines focused at reducing the genetic contributions to COPD and
hence improving lung health outcomes [28]. It also helps identify individuals who are at risk
early. The need for tailored treatment in controlling and preventing this complicated respiratory
condition is highlighted by the growing understanding of the complex genetic landscape of
COPD. Conversely, recent studies indicate that histone modifications— alterations to the
proteins that envelop DNA—may have a role in the etiology of COPD [73]. Histone
modifications are essential in the control of gene expression [54]. Changes in acetylation,
methylation, and phosphorylation patterns are the main histone modifications linked to COPD
[55]. These modifications also contribute to the deregulation of important genes linked to
inflammation, tissue remodeling, and oxidative stress. It has been said that abnormal histone
acetylation in COPD affects the accessibility of genes related to the inflammatory response [56].
The pro-inflammatory mediators’ genes may be more highly expressed because of increased
histone acetylation, which would sustain the persistent inflammation that is a hallmark of COPD.
On the other hand, anti-inflammatory genes have been linked to histone deacetylation, which
leads to gene silence and exacerbates the inflammatory cascade in the lungs [58]. In addition,
histone methylation patterns are essential to the pathophysiology of COPD [78]. It has been
determined that there are modifications in the methylation status, especially in genes involved in
tissue remodeling and repair [63]. The natural repair processes in the lungs may be compromised
by altered histone methylation, which could be one of the reasons behind the progressive loss in
respiratory function seen in COPD patients. Moreover, phosphorylation of histones, a dynamic
alteration linked to several cellular functions, has been connected to oxidative stress in COPD
[78]. The activation of genes involved in antioxidant defense mechanisms may be influenced by
histone phosphorylation, and deregulation of this process may lead to an increased vulnerability
to oxidative damage, which is a critical element in the progression of COPD [78]. On the other
hand, long non-coding RNA has been shown to have epigenetically potential to create
modifications within the genome [62]. RNA molecules classified as long non-coding RNAs
(lncRNAs) do not function as templates for protein production, in contrast to their protein-coding
counterparts [78]. Rather, they are essential for controlling several biological functions, such as
the expression of genes, chromatin remodeling, and epigenetic changes. Due to their
participation in several physiological and pathological diseases, such as COPD, long non-coding
RNAs have attracted a lot of attention recently [46].
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Several lncRNAs have been linked to the onset and progression of COPD. For instance, it
has been discovered that COPD patients’ lungs have elevated levels of the lncRNA H19, and that
deregulation of this gene is linked to higher levels of inflammation and oxidative stress [48][54]
MALAT1 (Metastasis-Associated Lung Adenocarcinoma Transcript 1) is another lncRNA that
has been connected to the severity and advancement of COPD [48]. MALAT1 contributes to the
tissue remodeling observed in COPD by influencing the migration and proliferation of lung
fibroblasts [41].

5 DNA Hypermethylation is Prominent in COPD
One important epigenetic process that has been linked to the development and increased

risk of COPD is DNA methylation, specifically hypermethylation [73][74]. Gene expression
patterns can be changed as a result of hypermethylation, which is the addition of methyl groups
to particular cytosine residues inside the DNA molecule [72]. Hypermethylation has been linked
to changes in important genes and pathways related to inflammation, tissue repair, and
respiratory function in the context of COPD [73].

Figure 4: Hypermethylation’s effect on the lungs

Hypermethylation has the potential to increase the risk of COPD by inhibiting genes
linked to lung development and upkeep [68]. For example, the inability of the respiratory system
to heal from harm brought on by things like cigarette smoke or environmental contaminants may
be hampered by the hypermethylation of genes involved in lung tissue regeneration and repair
[54]. This impaired repair mechanism may be a factor in the COPD-associated gradual reduction

528



in lung function. Moreover, genes linked to inflammatory processes have been found to be
hypermethylated [78]. One of the main characteristics of COPD is chronic inflammation, which
may be made worse by hypermethylation-induced inhibition of anti-inflammatory genes or
activation of pro-inflammatory genes [80]. Prolonged inflammation has the potential to cause
tissue damage, reshape airways, and cause the typical airflow restriction linked to COPD [80].

Moreover, oxidative stress is a major component in the pathophysiology of COPD and
greater vulnerability to it may result from hypermethylation in genes linked to antioxidant
defense mechanisms [81]. Hypermethylation-induced reduced antioxidant capacity can lead to an
imbalance between the generation and neutralization of reactive oxygen species, which can cause
oxidative damage and exacerbate lung inflammation [72].

Therefore, a major factor contributing to the increased risk of developing COPD is
hypermethylation genes linked to lung growth, inflammation, and oxidative stress [76].
Comprehending the epigenetic alterations implicated in the etiology of COPD, such as
hypermethylation, provides opportunities for focused therapeutic approaches that target DNA
methylation patterns to slow down the disease’s course and enhance patient outcomes [78].

However, research on the familial clustering of COPD has found potentially heritable
DNA methylation patterns [76]. Understanding the genetic foundation of COPD risk can be
gained by examining the epigenetic changes in certain genes linked to vulnerability to the disease
[72][79]. A possible hereditary component of epigenetic regulation in COPD has been
highlighted by familial studies that have revealed certain genomic areas where DNA methylation
patterns may be altered in individuals with a family history of the disease [81]. Furthermore,
genetic variations linked to COPD risk have been found using genome-wide association studies
(GWAS), and some of these variants have been connected to alterations in DNA methylation
[82]. GWAS is a tool that can be used to scan the genomes of thousands of individuals, to
identify genetic variations associated with traits or diseases across the entire genome [79][82].
GWAS can pinpoint single nucleotide polymorphisms (SNPs) or other genetic markers that are
statistically linked to the trait or condition of interest [82]. The results from the GWAS imply that
hereditary variables may impact the epigenetic environment, resulting in modified DNA
methylation patterns that may raise the chance of getting COPD [82][81]. DNA methylation is a
crucial mediator in the dynamic process of gene expression regulation that underlies the interplay
between genetic and epigenetic variables [79]. Comprehending the hereditary susceptibility to
COPD by DNA methylation holds wider consequences for customized healthcare and
prophylactic measures. The Interleukin-1 Beta IL1B gene is one that is impacted by DNA
hypermethylation in the context of COPD [45]. The IL1B gene is related to a pro-inflammatory
cytokine involved in the immune response. IL1B plays a critical role in mediating inflammation
and immune reactions [54][21]. The pathophysiology of COPD has been linked to deregulation
of IL1B expression, which is essential to the inflammatory response in the lungs [22]. People
with COPD have been shown to have DNA hypermethylation of the IL1B gene promoter region,
which lowers the levels of gene expression. This abnormal methylation pattern is a contributing
factor to COPD’s chronic inflammation and tissue destruction [21]. Prolonged exposure to
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cigarette smoke and other environmental contaminants causes lung tissue and airways to remain
inflamed in people with COPD [24]. The expression of the IL1B gene is silenced by
hypermethylation of its promoter region, which lowers interleukin-1 beta levels [29]. In
individuals with COPD, this dysregulation exacerbates the inflammatory response and
accelerates the course of their disease by upsetting the equilibrium of inflammatory mediators in
the lungs [22]. Additionally, tissue repair mechanisms may be compromised and the structural
alterations in the alveoli and airways associated with COPD may be aggravated by the
downregulation of IL1B brought on by DNA hypermethylation [75]. Matrix metalloproteinases
(MMPs) and other proteases that aid in tissue remodeling and healing are regulated by IL1B.
Decreased expression of IL1B hinders the lungs’ capacity to heal from inflammation induced
damage, which causes the condition of COPD patients to worsen in terms of airflow restriction
and respiratory symptoms [76]. Finding people with DNA methylation profiles linked to an
increased risk of COPD may make it possible to implement targeted interventions, such as early
lifestyle changes, monitoring, and possibly even the creation of preventive treatments. [75]. It’s
crucial to remember that COPD is a multifaceted illness, and that the intricate interactions
between genetic and environmental factors that contribute to its development are unlikely to be
entirely explained by genetic predisposition alone [79].

6 Therapeutic Solution
In the context of COPD, therapeutic interventions that target DNA methylation offer a

promising frontier in the search for novel treatment approaches [15]. A major factor in the
pathophysiology of COPD is the disruption of DNA methylation patterns, which impacts
important genes related to oxidative stress, inflammation, and tissue repair. Using cutting-edge
technology, such as CRISPR-Cas9 and other recently developed medical technologies, presents
previously unheard-of possibilities for accuracy when treating the epigenetic changes linked to
COPD [16].

6.1 The Current State of COPD Treatment
Currently, the medical community treats COPD using a multimodal strategy that aims to

manage symptoms, improve lung function, and improve the overall quality of life for those who
are afflicted [17][18]. Bronchodilators are frequently recommended to treat airflow restriction
and lessen symptoms like dyspnea. These include anticholinergics and both short- and
long-acting beta-agonists [21]. For patients with more severe COPD or those who experience
exacerbations often, inhaled corticosteroids may be added [20]. These pharmaceutical therapies
address the main physiological issues related to COPD by aiding in bronchodilation and
inflammation control [19]. Programs for pulmonary rehabilitation, which place a strong
emphasis on exercise instruction, education, and nutritional support, are essential parts of
managing COPD [21]. Enhancing exercise tolerance, lowering dyspnea, and equipping patients
with self-management techniques are the goals of these programs. Quitting smoking is one of the
most important lifestyles changes you can make to decrease the progression of your disease. The
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most effective management for COPD patients is still quitting smoking, which dramatically
lowers the rate of lung function decrease and improves overall health outcomes [18].

6.2 Current Treatment of COPD Has Unanswered Issues
Even with advancements in COPD treatment, patients are still affected by unfavorable

characteristics and enduring obstacles [21]. One major worry is that COPD is still an incurable,
progressive illness, and most existing medications are aimed at managing symptoms rather than
curing the illness. Due to this restriction, patients frequently must contend with the disease’s
cumulative effects on their respiratory system and general health for the rest of their lives
[19][20]. The possibility of side effects from prolonged pharmaceutical use, especially with
inhaled corticosteroids, is another drawback [26]. Adverse effects such as oral thrush, a higher
risk of pneumonia, and systemic symptoms could add to the difficulties that patients already face
when adjusting to the complicated nature of COPD [28]. Furthermore, certain individuals may
not exhibit optimal response to conventional pharmaceutical interventions, underscoring the
necessity for more individualized and efficacious therapeutic alternatives [27]. Furthermore, it is
impossible to ignore the socioeconomic cost of treating COPD [27]. Patients may experience
financial difficulties due to the expenses of prescription drugs, pulmonary rehabilitation
programs, and hospital stays, which can put a burden on healthcare systems. The detrimental
effects of existing COPD treatments are highlighted by their influence on everyday functioning
and quality of life, as well as the psychological cost of having a chronic and progressive
condition [28]. Addressing these issues and creating more focused and effective interventions
will be essential as medical research develops to improve results and lessen the burdens that
COPD patients bear.

6.3 A Novel Remedy: CRISPR
Because of this, the treatment of COPD may be completely changed by cutting-edge

medical technologies like CRISPR-Cas9 [47]. Clustered Regularly Interspaced Short
Palindromic Repeats, or CRISPR, is a novel genome editing technique that has attracted a lot of
interest due to its potential use in treating a variety of genetic diseases, including those linked to
abnormal DNA methylation patterns like COPD [49]. The two primary parts of the CRISPR
system—a Cas protein, also known as Cas9—and guide RNA (gRNA) are taken from a bacterial
immune system [47]. The Cas protein functions as a molecular scissors and can cut DNA at the
specified site, whereas the gRNA is intended to target a particular DNA sequence that is
complementary to its sequence [48].

CRISPR-based epigenome editing techniques usually entail altering the DNA
methylation patterns at genomic loci linked to the pathophysiology of the illness to address DNA
hypermethylation in COPD [47]. The first step in this procedure is to create and synthesize a
complementary gRNA to the target hypermethylated region of the genome. After that, the gRNA
and Cas protein combine to form a ribonucleoprotein (RNP) complex, which is frequently
transported into the target cells via lipid nanoparticles or viral vectors [42]. The CRISPR RNP

531



complex searches the genomic DNA for sequences that match the gRNA once it has entered the
cell [52][47]. The Cas protein causes a double-stranded break in the DNA when it encounters the
targeted hypermethylated area. The cell’s DNA repair machinery is activated by this break, and
through processes including base excision repair and homology directed repair, the
hypermethylated cytosine residues may be replaced or removed [42].CRISPR-based epigenome
editing seeks to restore normal gene expression levels and reduce inflammation in COPD
patients by altering the DNA methylation patterns at particular loci [57].

Figure 5: The use of a TET Protein from CRISPR Cas9 to remediate an epigenetically affected
DNA Strand

Targeting genes associated with inflammation and tissue remodeling—two major causes
of the persistent airway blockage observed in COPD—is one area of focus for CRISPR treatment
of COPD [57]. Through targeted gene modification linked to these mechanisms, CRISPR may be
able to reduce or even reverse the inflammatory response and the advancement of COPD [34].
Furthermore, CRISPR might provide a more individualized strategy by enabling the creation of
personalized treatments based on each patient’s own genetic makeup. Several medical
approaches are being researched to modify DNA methylation in addition to CRISPR [31].

6.4 Other Solutions for COPD Therapy
Zinc finger proteins and transcription activator-like effector nucleases, or TALENs, are

examples of epigenome-editing technologies that offer substitute techniques for precise
alterations of DNA methylation patterns [43][51]. With the help of these technologies, it is
possible to precisely construct enzymes with the ability to add or remove methyl groups at
genomic loci [55]. This level of specificity shows potential for use in COPD therapy.
Additionally, research is being done on tiny compounds that target DNA methyltransferases
(DNMTs), which are the enzymes that add methyl groups to DNA [56]. Preclinical research has
demonstrated the potential of DNMT inhibitors, including decitabine and azacitidine, to correct
abnormal DNA methylation patterns. There is optimism for the development of pharmaceutical
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therapies that could normalize DNA methylation and change the course of the disease since
clinical trials examining the safety and effectiveness of these inhibitors in COPD patients are
now underway [56][57][58].

6.5 Potential Use of Precision Medicine for COPD
Despite being in its early phases of research, these therapeutic methods highlight the

potential of precision medicine in the therapy of COPD [61]. But before these technologies are
extensively used in clinical settings, issues including off-target effects and long-term safety
concerns need to be resolved [64]. The incorporation of these state-of-the-art technologies into
the COPD treatment landscape signifies a paradigm shift toward more individualized and
focused interventions, with the potential to improve quality of life and outcomes for those
afflicted with this crippling respiratory disease. Apart from genome editing and epigenome
modification technologies, current investigations are looking into the possibility of merging these
methods with conventional pharmaceutical interventions [63][64]. Targeted DNA methylation
changes and already prescribed COPD drugs, such as bronchodilators and anti-inflammatory
medicines, may work in concert to offer a comprehensive and multimodal therapeutic approach
[61]. With an eye toward a more comprehensive and successful treatment outcome, this
integrated strategy aims to address both the underlying epigenetic changes and the clinical
manifestations of COPD [64][61][63]. A further line of investigation for customized treatment in
COPD is patient categorization based on epigenetic profiling [64][65]. Through the identification
of distinct DNA methylation patterns linked to various COPD phenotypes, medical professionals
can customize therapy approaches to the distinct biological attributes of individual patients [66].
This strategy improves therapeutic precision while also paving the way for a more sophisticated
knowledge of the heterogeneity within COPD [67]. This will enable more precise
prognostication and tailored therapies that correspond with the unique pathophysiological
pathways in each case [68][69].

6.6 A Senolytic Approach
On the other hand, senolytics, is emerging as a promising therapeutic approach in the

realm of COPD, by specifically targeting senescent cells [83]. By selectively eliminating
senescent cells, senolytics aim to alleviate inflammation, promote tissue repair, and improve lung
function in COPD patients [84]. Preclinical studies utilizing various senolytic agents have shown
promising results in mitigating lung inflammation, reducing fibrosis, and restoring lung function
in animal models of COPD [85]. Moreover, the potential benefits of senolytic therapy extend
beyond the lungs, as senescent cell clearance has been associated with improvements in
age-related comorbidities commonly observed in COPD patients, such as cardiovascular diseases
and osteoporosis [76]. While further research is needed to understand the safety and efficacy of
senolytic therapies in COPD, targeting senescent cells holds significant promise as a novel
therapeutic strategy for combating the progressive decline in lung function and improving
outcomes in COPD patients [78].
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A deeper understanding of the epigenetic landscape and the rapid advancement of
genome-editing technologies hold immense potential for revolutionary changes in COPD
therapy, even though the therapeutic landscape for targeting DNA methylation in COPD is still
changing. Molecular biologists, physicians, and pharmaceutical developers working together will
be essential to bringing these discoveries from the bench to the bedside and, in the end, offering
patients suffering from COPD new and efficient treatment options.
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Abstract
The Moon is an important astronomical object for Earth, and thus, studying the physical

properties of the Moon, such as its mass, size, temperature, atmosphere composition, core
composition, etc, is crucial. In this paper, average mass, average density, and average surface
gravity are estimated using the data of the spacecrafts that visited the moon. Some of the most
important moon explorations were LUNA, Apollo missions, and Chandrayaan missions. During
the space race, Apollo had 14 missions, starting from 1961 to 1972, out of these 14 missions, 5
missions landed successfully on the moon. Chandrayaan has 3 missions so far, starting from
22nd October 2008. This paper will use the data of their flyby and orbital data. Kepler’s third law
is used to measure the moon's mass, for this, the orbital height and period are used. Using the
mass of the Moon, density, and surface gravity are calculated. Standard deviations in these
parameters are calculated to estimate the errors. The mass, density, and surface gravity(will be
referred to as parameters in this paper), are calculated by using 5 Apollo missions data and 2
Chandrayaan missions data. The average of these parameters using the two mission data are as

follows, , and𝑀𝑚𝑜𝑜𝑛
= (7. 82 ±  2. 82 ) × 1022𝑘𝑔 ρ

𝑚𝑜𝑜𝑛
 =  3543. 87 ±  1362 𝑘𝑔/𝑚3

.𝑔
𝑚𝑜𝑜𝑛

 =  1. 72 ±  0. 66 𝑚/𝑠2

Keywords: Spacecraft, Space Race, Apollo Mission, Chandrayaan Mission, Kepler Law,
Mass-Density-Surface gravity of Moon.

Introduction
Aeronautics is the application of science, mathematics, and engineering in flying aircraft.

The science of flight has four main important components which are aerodynamics, propulsion,
materials and structures, and stability and controls. (i) Aerodynamics is the study of the nature of
air around the airplane, the flowing air not only provides the required lift, but it also provides a
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resistive force, finding a balance between the two is crucial. The way air flows around different
parts of the plane such as wings, the tail, and the main body of the aircraft, affects the motion of
the plane [1]. The lift of the aircraft can be mathematically written as [2],

. . . (1) 𝐿 =  1
2 * 𝐶

𝐿
* ρ * 𝑉2 * 𝑆 

L - Lift
- Density of the Airρ

V - Relative Velocity of the Air and Aircraft
S - Surface area of the wings

- Coefficient of the Lift𝐶
𝐿

(ii) Propulsion is the study of designing the engine of the aircraft. The engine provides the
required thrust to the rocket/aircraft, which is essential to generate lift. Some of the types of
propulsions fuels used in rockets are liquid, solid, gas etc [3]. Thrust is the action-reaction force
generated due to the burning of propulsion fuel. It can qualitatively be calculated using Newton’s
Third Law of Motion [4]. (iii) Materials and structures: advanced materials are required in the
manufacturing of aircraft and aircraft fly in extreme situations at times, such as near space, at a
speed faster than the speed of sound. The choice of material and designing the structures does
not only provide strength to the aircraft but it also provides stability and safety [5]. (iv) Stability
and Control: Involves handling the speed and the controls of the aircraft/rockets [6].

Aeronautics has played a crucial role in space explorations. The interplanetary journey
and the moon’s explorations of different planets have only been possible due to advanced
aerodynamics. The Distances between planets are in millions of kilometers, for the least, the
refracts requires a very high speed (for example Parker Solar Probe - 600 km/hr [7]), only
possible with advanced propulsion, material-structure, aerodynamics, and aerodynamics, or
advanced-aeronautics, in simple. The first successful landing mission for exploration of the
moon was LUNA 2 [8], launched on the year 12th September 1959. With this, the Soviet Union
became the first country to reach the moon. Before this, there were ten failed/partially successful
missions executed by the U.S. and Soviet Union, in what we call today as “Space Race” [9].

The Space Race has provided a valuable source of information for the field of
Astronomy. The Moon was the interest of all the countries during the space race. Missions
involved were, flyby’s, landing of spacecrafts on the moon, and man-landing on the moon.
Information that was collected during space was planetary and lunar images, a visit to the
gravitational influence of planets, the rotation rate of planets, visit to natural satellites of planets.
This information was crucial, to understand the atmospheric composition, surface geography as
well as the sizes of planets and their natural satellite. Interestingly, the required science that made
the moon’s exploration possible, and led man to land on the surface of the moon are simply (i)
Newton’s Laws of Motion and (ii) Aeronautics. We have already discussed aeronautics, let us
discuss Newton’s laws of Motion for Rockets.

Newton’s Laws of Motion
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First Law of Motion: An object in motion or rest with respect to an initial frame of
reference will stay in motion or rest until and unless an external unbalanced force acts on it.

Second Law of Motion: The rate of change of momentum of an object, is directly
proportional to the force that is acting on the object.

Third Law: When a force acts on an object - the action, the object applies a force of the
same magnitude as that of the action force, but opposite in direction - the reaction. Or in short,
every action (force) has a reaction (force) equal in magnitude but opposite in direction.

Newton’s Second Law for Aircrafts
. . . (2)𝐹 =  𝑑𝑃

𝑑𝑡

. . . (3)𝐹 =  𝑑(𝑚𝑣)
𝑑

. . . (4)𝐹 =  𝑚 𝑑𝑣
𝑑𝑡 = 𝑚𝑎

The required acceleration is produced by the applied force on the aircraft, and the applied
force on the aircraft is a reaction of the wind turbine's rotation and emission of fast moving air in
the opposite direction of its motion. The lift on the other hand is produced due to air pressure
differences on the upper and lower part of the wings, a result of Bernoulli’s Theorem [10].

. . . (5)𝑃
1

+ ρ𝑔ℎ
1

+ 1
2 ρ𝑣

1
2 =  𝑃

2
+ ρ𝑔ℎ

2
+ 1

2 ρ𝑣
2

2

- Pressure in the lower side of the wings𝑃
1

- Pressure in the upper side of the wings𝑃
2

- velocity of air in the lower side of the wings𝑣
1

- velocity of the air in the upper side of the wings𝑣
2

- Height of the lower wings from the groundℎ
1

- Height of the upper wings from the groundℎ
2

- Density of Airρ
g - acceleration due to gravity

For aircraft, , thus, the simplified form is,ℎ
1
 =  ℎ

2

. . . (6)𝑃
1

+ 1
2 ρ𝑣2

1
 =  𝑃

2
+ 1

2 ρ𝑣2
2

Rearranging equation no. 6, we get,

. . . (7)𝑃
1
  =  𝑃

2
 + 1

2 ρ(𝑣
2

2 − 𝑣
1

2 )

The air on the lower part of the wings has lower velocity compared to the upper part of
the wings, due to its geometrical shape, this creates a pressure difference between the lower and
upper arm. The air in the lower part of the wings has high pressure thus creating a force in the
upward direction, and generating lift. As is greater than , this makes greater than .𝑣

2
𝑣

1
𝑃

1
𝑃

2
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Thus, the magnitude of lift on the aircraft is equal to . . . (8), where S is𝑓
𝑙𝑖𝑓𝑡

 =  (𝑃
1

− 𝑃
2
) * 𝑆

the surface area of the wings.

For Rockets
Rockets are different from aircraft in many ways.

(i) they do not have a wind turbine for producing thirst
(ii) rockets are shot vertically upward, that is perpendicular to the earth’s surface,
whereas, aircraft are launched parallel to the ground
(iii) rockets need to move tremendously faster, about 10 to 15 km per second, to break
earth’s gravitational field. The third reason is the most significant one. Newton’s second
law of motion for rockets:

. . . (from equation 3)𝐹 =  𝑑(𝑚𝑣)
𝑑𝑡

. . . (9)𝐹 =  𝑚 𝑑𝑣
𝑑𝑡 + 𝑣 𝑑𝑚

𝑑𝑡

. . . (10)𝐹 =  𝑚𝑎 +  𝑣 𝑑𝑚
𝑑𝑡

Using, . Equation 10. is Newton's second law of motion for rockets. The second term of𝑑𝑣
𝑑𝑡 = 𝑎

equation 10, is used to produce thrust in rockets. Rocket works by burning fuels and emitting the
gasses in the direction towards ground, thus producing the thrust in the vertically upward
direction.

. . . (11)∆𝑣 =  𝑢𝑙𝑛(
𝑚

𝑖

𝑚 ) −  𝑔∆𝑡
- velocity after time∆𝑣 ∆𝑡

u - initial velocity of the rocket
m - mass of the rocket
- initial mass of the rocket𝑚

𝑖

The velocity of the rocket keeps on increasing as a function of the emission of burned
glass from the rocket's exhaust. The velocity of the rocket as a function of time is given by the
equation 11[11]. This is all the required scientific theoretical tools required to put man on the
moon. In this paper, we will be using the data from the Apollo and Chandrayaan missions to
calculate the physical parameters of the Moon. We will be calculating the mass, density, and
acceleration due to gravity of the Moon in this paper. We will use Kepler’s third law of motion.
Kepler's third law of motion can be derived as Consider this model, let the spacecraft enter the
Moon, rotate in the moon's orbit at an altitude of ‘H’, and take a period ‘T’ to complete a single
revolution about the Moon at an altitude of h. Also, let the radius of the Moon be R. The
gravitational force on the spacecraft due to the Moon is [12]:

. . . (12)𝐹𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛 
= 𝐺𝑀

𝑚𝑜𝑜𝑛
𝑀

𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡
/(𝑅 + 𝐻)2

where,
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- Force of Gravity on Spacecraft𝐹
𝑔𝑟𝑎𝑣𝑖𝑡𝑎𝑡𝑖𝑜𝑛

- Mass of Moon𝑀
𝑚𝑜𝑜𝑛

- Mass of Spacecraft𝑀
𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡

G - Universal constant of Gravitation
R - Radius of Moon

H - Altitude of the Spacecraft
The centripetal force on the spacecraft at an altitude of ‘H’ is given by:

. . . (13)𝐹
𝑐𝑒𝑛𝑡𝑟𝑖𝑝𝑒𝑡𝑎𝑙

 =  𝑀
𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡

(𝑅 +  𝐻)𝑤2

where w is the angular velocity of the spacecraft at an altitude H.
. . . (14)𝐹

𝑐𝑒𝑛𝑡𝑟𝑖𝑝𝑒𝑡𝑎𝑙
 =  2π𝑀

𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡
(𝑅 +  𝐻)/𝑇

using, , in equation (14). The provided centripetal force is by the gravitational𝑤 =  2π
𝑇

attraction of the moon. Equating, equation (12) with (14).

. . . (15)𝐺𝑀
𝑚𝑜𝑜𝑛

𝑀
𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡

/(𝑅 + 𝐻)2 =   4π2𝑀
𝑠𝑝𝑎𝑐𝑒𝑐𝑟𝑎𝑓𝑡

(𝑅 +  𝐻)/𝑇2

Canceling, the mass of the moon from both sides of the above equation, we get,𝑀
𝑚𝑜𝑜𝑛

. . . (16)(𝑅 +  𝐻)3/𝑇2 =  𝐺𝑀
𝑚𝑜𝑜𝑛

/4π2

Rearranging the equation no 16, we get,

. . . (17)𝑀
𝑚𝑜𝑜𝑛

 =  4π2(𝑅 +  𝐻)3/𝐺𝑇2 

We can calculate the mass of the Moon ‘ ’ by knowing the orbital period and altitude of the𝑀
𝑚𝑜𝑜𝑛

spacecraft. One we have the mass of the moon, we can calculate the average density of the moon,
by using:

. . . (18)ρ
𝑚𝑜𝑜𝑛

 =  𝑀
𝑚𝑜𝑜𝑛

/( 4
3 π𝑅3)

and, acceleration on the surface of moon by using:

. . . (19)𝑔
𝑚𝑜𝑜𝑛

 =  𝐺𝑀
𝑚𝑜𝑜𝑛

/𝑅2

In this paper, we will calculate the mass, density, and acceleration due to gravity on the surface
(collectively will be called “parameters”) using equations 17, 18, and 19.

Methodology
This section discusses the methodology used to conduct the research.

Aim of the study
To determine the physical parameters of the Moon such as its mass, density, and surface

gravity

Research design
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In this study, the orbital period and distance of spacecraft such as Apollo Lunar Module
and Chandrayaan Lunar Module in the lunar orbit is recorded. With the application of Kepler’s
third law of motion (17), we will calculate the mass of the Moon. The density and surface gravity
can be calculated once the mass of the Moon is known, using equations 18 and 19.

Tools Used
Classical Mechanics, Kepler’s Laws of Planetary Motion, Python

Data Collection Procedure
The data is collected for Apollo Missions 11,12, 14, 15, and 16 and Chandrayaan Mission

1, and 3.

Result

Apollo Mission
The Apollo mission started with a commitment of President John F. Kennedy to the

United States to send men to the Moon by 1970. It was the first attempt of mankind to send
humans to the moon. There were a total of 12 Apollo missions. Apollo 1, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17. The missions took place from 1st January 1967 to 19th December 1972. Out of
these missions, Apollo 1 and 13 were not successful and unfortunately, turned out to be
disastrous accidents. Apollo 7 and 9 were missions to test the command and lunar modules by
revolving around Earth and never actually made it to the Moon. The useful data is from Apollo
8, 11, 14, 15, and 16, which we will use in this paper. Apollo 10 and 17 have highly eccentric
orbits [13].

The orbital period of the spacecraft is a function of the altitude of the spacecraft from the
surface of the Moon. The lower the altitude, higher would be their orbital velocity, thus lower
would be their orbital period. The orbital time period is the time required for the spacecraft to
complete one complete revolution about the Moon. The Altitude of the spacecraft is the height of
the spacecraft from the surface of the Moon. The Orbital time period and height of the spacecraft
for different Apollo and Chandrayaan Missions are given in the table number 1 and 3.

Sr. No. Apollo Mission Orbital Time Period
(Minutes )

Height from the
surface of Moon -

major axis(Km)

1 08 120.00 [14] 265.00 [14]

2 11 120.00 [15] 223.30 [15]
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3 14 88.18[16] 317.49[16]

4 15 120.00 [17] 241.00 [17]

5 16 120.00 [18] 220.00 [18]

Table 1: Orbital period and altitudes of the Apollo mission’s lunar module.

The parameters are calculated by following the below steps, mainly four steps.
Step 1: Determination of Mass

To calculate the mass of the moon, kepler’s third law is used (equation 17). The mass is
calculated using the orbital time period and distance of the spacecraft from the center of the
moon. In Table no 1, the major-axis distances of the spacecraft for different missions are
provided, the altitude of the spacecraft is half of the major distance, that is, equal to the
semi-major distance.
Step 2: Determination of Density

Using the mass calculated in step 1, the density is calculated using the equation 18. The
density is calculated for each mission.
Step 3: Determination of Surface Gravity

Using the mass calculated in Step 1, the gravity on the moon near the surface is
calculated using Equation 19.
Step 4: Estimation of Error

Due to the unavailability of the error details in the measurement of the orbital time and
distance parameters, errors cannot be calculated using the error formula. Instead, the standard
deviation is been calculated, which is defined as [19]:

. . . (20)σ =  
Σ(𝑥

𝑖
 − µ)2

𝑁

where, - data points𝑥
𝑖

- average of the data pointsµ
- total number of data points𝑁

- standard deviationσ
A simple Python code, provided below, is used to carry all the above four steps for Apollo data.

Python Code 1:

# importing modules
import matplotlib.pyplot as plt
import numpy as np
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# defining constant
# radius of moon, in meters.
r = 1.740*10**6
# universal constant of gravity, in Nm**2/kg**2
g = 6.67*10**-11

# defining the data of apollo 8, 11, 14, 15, 16
# orbital time period
time = [120, 119, 88.18, 120, 120]
# apogee + perigee distance
height = [2.65*10**5, 2.233*10**5, 3.211*10**5, 2.4100*10**5, 2.2000*10**5]
# distance of the moon from the center of the earth will be equal to
# the height plus the radius of the moon
# this is also the semi-major distance of the spacecraft.
# dummy list
distance = [0, 0, 0, 0, 0]
# dummy mass list
mass = [0, 0, 0, 0, 0]
# defining dummy density
density = [0, 0, 0, 0, 0]
# gravity on the surface of moon
gravity = [0, 0, 0, 0, 0]

# finding the distance from the center of the moon
for i in range(0, 5):

# height is the average distance of apigee and perigee
distance[i] = height[i]/2 + r

# defining the mass function
def mass_function(x, y):

# x is the orbital time period in min
# y is the semi-major axis in m
m = (4*np.pi**2*y**3)/(g*(x*60)**2)
return m

# calling the mass function
for i in range(0, 5):

mass[i] = mass_function(time[i], distance[i])
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# calculating the density of moon
# density of moon, in kg/m**3
def den(z):

return z/((4/3)*np.pi*r**3)

# calculating the surface gravity of moon
# surface gravity in m/s**2
def grav(k):

return (g*k)/r**2

for i in range(0, 5):
density[i] = den(mass[i])
gravity[i] = grav(mass[i])

mass_avg = np.average(mass)
density_avg = np.average(density)
gravity_avg = np.average(gravity)

# Error Formula
mass_error = np.std(mass)
density_error = np.std(density)
gravity_error = np.std(gravity)

The output is tabulated in table no 2.

Sr. No. Apollo Mission Mass of Moon
(e22)

Density of Moon
(Kg/m3)

Surface Gravity
(m/s2)

1 08 7.4960 3397.01 1.6514

2 11 7.3707 3340.24 1.6238

3 14 14.515 6577.98 3.1978

4 15 7.3528 3332.12 1.6198

5 16 7.2290 3276.02 1.592

Table 2: Mass of Moon calculations from Apollo Missions data - Output of Python Code 1

550



From the above table, we can see that the parameters of the moon are in the range of [7,

15] , [3200, 6600] kg/m3, and . The errors in these parameters are the×  1022𝑘𝑔 [1. 5,  3. 2] 𝑚/𝑠2

standard deviations of these parameters calculated using Equation 20. The errors in the

parameters are , , and . The average and errors of these2. 68 × 1022 𝑘𝑔 1297 𝑘𝑔/𝑚3 0. 63 𝑚/𝑠2

parameters are calculated using Python Code 1, the output of which could be generated in a
structured order by adding a few additional lines of code to code no 1.

Python Code 2:

# Adding a few extra lines of code in code 1, to print the calculations in the most standard form

print("The Mass of the Moon: " + str(mass_avg) + " [ /- ] " + str(mass_error))
print("The Density of the Moon: " + str(density_avg) + " [ /- ] " + str(density_error))
print("The Gravity of the Moon: " + str(gravity_avg) + " [ /- ] " + str(gravity_error))

The output is shown below

The Mass, Density, and Gravity of the Moon are ,[ 8. 79 ± 2. 68 ] * 1022 𝑘𝑔
, and , respectively.3984. 68 ±  1297 𝑘𝑔/𝑚3 1. 93 ± 0. 63 𝑚/𝑠2

Chandrayaan Missions

Chandrayaan is India’s first lunar mission for scientific exploration. Under the
Chandrayaan mission, three distinct missions, namely Chandrayaan 1, Chandrayaan 2, and
Chandrayaan 3 were planned. Chandrayaan -1 was launched from the southern part of India,
Sriharikota on October 22, 2008, whereas Chandrayaan 3 was launched on 14th July 2023,
specifically designed to land on the south pole of the moon [20]. The lunar orbital data of
Chandrayaan 1 and 3 are provided in Table no 3.

Sr. No. Chandrayaan Mission Orbital Time Period
(minutes)

Height from the
surface of the Moon

- major axis(Km)

1 01 136 442

2 03 126 300

Table 3: Orbital period and altitudes of Chandrayaan mission’s lunar module.
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The four steps that were carried out on the data of Apollo missions, which are, Step 1 -
Determination of Mass, Step 2 - Determination of Density, Step 3 - Determination of Surface
Gravity, and Step 4 - Estimation of Error, are carried out for Chandrayaan’s data. The Python
code provided in code 1, can be used to perform the steps. The output is provided below, in table
no 4.

Sr. No. Chandrayaan
Mission

Mass of Moon
(e22)

Density of Moon
(Kg/m3)

Surface Gravity
(m/s2)

1 1 6.7032 3037.73 1.4767

2 3 6.9915 3168.39 1.5402

Table 4: Mass of Moon calculations from Apollo Missions data - Output of Python Code 1

The error profile can be calculated using Python Code 2, the output is mentioned below.

The Mass, Density, and Gravity of the Moon are ,[ 6. 84 ± 0. 144] * 1022 𝑘𝑔
, and , respectively. The calculations of the3103. 06 ±  65 𝑘𝑔/𝑚3 1. 51 ± 0. 031 𝑚/𝑠2

parameters of the moon from both the Apollo and Chandrayaan missions are summarized in
Table 5.

Missions Mass
(e22 Kg)

Density
(Kg/m3)

Surface Gravity
(m/s2)

Apollo  8. 79 ± 2. 68 3984. 68 ±  1297 1. 93 ± 0. 63 

Chandrayaan  6. 84 ± 0. 144 3103. 06 ±  65 1. 51 ± 0. 03

Average Moon 7.82 2.82± 3543.87 1362± 1.72 0.66±

Average Earth 597 [21] 5514 [22] 9.81 [23]

Ratio(Earth/Moon) 76.34 1.55 5.7

Table 5: - Parameter calculations for Apollo and Chandrayaan Missions

Moon is the natural satellite of Earth, present at a distance of 384,400 km. The Moon is
smaller in mass than Earth by about 76 times, hence, Moon and Earth are not comparable in
mass, and their order of magnitude of mass differs by a factor of about 100. This is also why the
Moon is the natural satellite of Earth and not otherwise. Even Though the moon is about 76 times
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less massive than Earth, its density is only about 1.5 times less than Earth, hence, the Earth and
the Moon have comparable densities, this is also true because both Moon and Earth are terrestrial
astronomical objects. The surface gravity on the moon is about 6 times weaker than that on
Earth, this is a major reason why there is no atmosphere on the Moon.

Conclusion
Advancement in aeronautics has led man to the moon, exploration of the moon is done in

many missions, including Apollo, Chandrayaan, LUNA missions, etc. The purpose of these
missions was to study the Moon and to understand its scientific properties and similarities. The
Moon controls many phenomena on Earth, such as tides, balances the spin of Earth on its axis
etc. Which results in geographical and climatic changes on Earth. In this paper, we have
calculated three physical parameters of the Moon which are, mass, density, and surface gravity.
We used Kepler's third law of motion to estimate the mass of the moon and using the mass we
calculated the density and surface gravity. It is important to note, that while calculating the
parameters of the moon, the physical parameters of the spaceship that was in the orbit of the
moon had no significance in the calculation, such as its mass, volume, density, etc.

In this paper, data from two missions was used, the Apollo mission and the Chandrayaan
mission. In the Apollo mission, data from five sub-missions was used, the mission that
successfully entered the moon's orbit. The second mission is the Chandrayaan mission, it has a
total of three sub-missions namely, Chandrayaan-1, Chandrayaan-2, and Chandrayaan 3. Out of
which, in this paper, only the data of Chandrayaan-1 and Chandrayaan-3 was used due to their
availability. The calculations can be summed up into four steps, namely,

Step 1 - Determination of Mass
Step 2 - Determination of Density
Step 3 - Determination of Surface Gravity
Step 4 - Estimation of Error.

The measurement of these parameters is summarized in Table no 5. We can see that the
calculations have fewer errors for Chandrayaan than for Apollo missions, this may be because (i)
due to fewer data points in the Chandrayaan missions(a mere coincidence, and not correlated),
(ii) both missions, Chandrayaan 1 and 3 inclines their orbit at 18 and 27 degree, respectively,
which are lower than Apollo missions about 32 degree. Thus, the moon exploration missions
provide us with valuable data to measure the parameters of the moon.
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The Evolution of Stigma as it Relates to OCD and Suggestions for Stigma Reduction in the
Future By Noah Kang

Abstract
This review expands on the stigmatic behavior towards Obsessive Compulsive Disorder,

a chronic disorder with serious impairments in relation to compulsions and intrusive thoughts. It
covers various attributes such as the historical context of the disorder, the historical context of its
stigma, the general overview of its stigma, its evolution of stigma, its stigma in various contexts
such as in differing ethnic groups, and modern day stigma. Additionally, the review delves deep
into the future implications of stigmatic behavior towards OCD, and how to decrease it using
different mediums such as technological apps and curated programs. When analyzing the
disorder’s stigmatic behavior in multiple facets, numerous findings arose. “Taboo” symptoms of
OCD were seemingly much more stigmatized within communities, mainly consisting of violent
or sexual content. Currently in modern day, OCD has overtaken social media, as an analysis on
TikTok revealed that social media often trivializes OCD, diminishing its seriousness and
increasing its stigma. Lastly, the review explores possible alleviations for OCD’s stigma. For
instance, the OCD literacy app esTOCma has been showing promising effects on its benefits for
increasing OCD comprehension in educational settings. With possible solutions to OCD’s
stigmatization being developed, there is still much data and analysis that remains to be conducted
within its field. Thus, OCD needs to be further studied in a longitudinal and regional setting to
reach more conclusive methods of its destigmatization.

Introduction
Obsessive-compulsive disorder (OCD) is a chronic disorder with serious impairment,

such as interpersonal dysfunction or interference with obtaining medical treatment due to fears of
contamination (Stein et al.; Veale and Roberts). OCD entails obsessive thoughts, inducing
compulsions that often restrict the lives of sufferers and cause relational impairment. These
obsessive thoughts can range widely, and can include violent or sexual content that would often
be considered taboo by the general public. As a result of obsessions, sufferers may perform
compulsions in order to decrease associated anxiety, such as a series of checking behaviors to
reassure themselves that their obsessive thought had not actually occurred (Fennel and Liberato,
306).

OCD is ranked by the World Health Organization as one of the top ten most
life-impeding conditions, as it is also the fourth most common mental disorder after depression,
alcohol/substance misuse, and social phobia (Veale and Roberts). Despite it being so common,
OCD is heavily stigmatized within society, due to its aforementioned “taboo” nature of
obsessions and associated odd behaviors (McCarty et al.). Whether it be in work spaces or even
clinical settings, OCD sufferers frequently face rejection (Wenzke; Steinberg and Wetterneck).
Considering the magnitude of how impairing OCD stigma can be in an individual's life, as well
as how common it is, this paper synthesizes research on the development of OCD stigma,
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suggests recommendations for future research, and proposes possible solutions to alleviate OCD
stigma. Doing so is crucial, since reducing stigma helps more OCD sufferers get treatment
(Glazier et al., 1).

It is important to note that OCD is a spectrum with varying intensities, differing
presentations and distinct alternatives (Guazzini). For example, traditional presentations of OCD
involve checking, repetitive action, counting, collecting and washing (Guazzini). However, OCD
obsessions have developed over the past years to include novel content, such as obsessions
regarding social media (Guazzini). The heterogeneity of OCD can result in unique and varied
stigmatizations. Thus, obsessive-compulsive disorder’s varied presentation, impairment,
stigmatization, and frequency within populations frame it as a field of study requiring abundant
research. Therefore, this paper will address the following: The history of OCD, stigma and its
evolution as it relates to OCD in the United States and cross-culturally, and final implications
regarding future research for reducing or understanding OCD stigma.

Historical Context of OCD
Numerous historians and psychologists believed that certain theologians back in the 15th

century, such as Martin Luther, John Bunyan and Ignatius Loyola, showcased symptoms of
“religious scrupulosity,” a unique variation of Obsessive Compulsive Disorder (Cefalu). This
trend of OCD manifesting in religiosity is further supported by Professor Lennard J. Davis, who
argues that OCD actually originated from paranoia caused by religious notions such as demons,
before evolving into a medical condition (Davis). Unfortunately, there is not enough data about
these niche fields of study in OCD. However, the historical background of OCD became more
accessible starting from the 19th century. The first official medical reports published about OCD
occurred in the late 1800s, as they were initially viewed as a form of psychosis that stemmed
from paranoia. In 1877, the German psychiatrist Carl Wetsphal was the first to suggest that OCD
is a mental illness. This conceptualization would remain until modern day. Despite this, several
questions remained about the mental illness. What specific classifications should it possess? Did
it fall under the category of neurasthenia, a vague medical condition that was associated with
mental fatigue? Or did it adhere more to the degeneration theory, a concept that suggested the
decline of mental steadiness among generations? With debates surrounding the illness,
significant psychological figures such as Sigmund Freud weighed in. Freud considered OCD to
be a state of neurosis based on paranoia; his nosological considerations would be generally
rejected. Additionally, many arguments appeared regarding OCD and the extent of its
compulsiveness, which is an ongoing argument to this day. As a result of all these diverse ideas,
many incorrect assumptions and theories were associated with OCD (Oberbeck).

History of Stigma in OCD
The historical significance of OCD also includes the history of its stigma. Although there

has not been extensive research done on this niche topic, the perception of sufferers of mental
disorders as weird or unwelcome in society has a long history, and this has evolved with the
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changing perceptions of mental health. The term “stigma” originated from the Ancient Greeks,
who used it to represent those that were “peculiar” or “inferior.” Throughout history, this term
would be adapted into many cultural and religious domains, such as Christianity, and would
eventually be formally defined in scientific literature by scientist Erving Goffman. Thus, stigma
would be defined as the negative perception of people with “abnormal” characteristics. In the
past, stigma was considered to be influenced by a variety of historically-defined attributes: the
distinction of “mental personalities” (including mental disorders, homosexuality, addictions),
“physical disabilities” (unemployment, suicide attempts), and the ethnological differences of
populations (e.g. race, nationality, etc) (Akyurek, et al.). Additionally, stigma would prove to be
highly significant during times of disease and plague. For instance, during the 15th century in
Europe when syphilis was spreading, people who contracted the disease were cursed for
centuries. Similarly, AIDS was considered by many a “divine punishment” from God towards
those that have sinned (Akyurek, et al.).

Levels of stigma in mental health fluctuated through history rather than improving
linearly. During the Enlightenment Era in the late 17th and 18th centuries, mental health was
acknowledged and attempts were made to treat it. However, during other epochs of history such
as the Middle Ages, mentally ill people were killed and enslaved. During World War II, the
Nazis executed thousands of mentally ill people, as stigma during that time in Germany was
extremely severe for those who were diagnosed with mental disorders (Rössler, 2016).

Once again, the research regarding OCD stigma and its historical context is a field of
study that has not been extensively researched. As a result, information gained from this body of
research is ambiguous and incomplete. It can be surmised that the history of stigma in OCD
followed a similarly fluctuating pattern as that of general mental illness.

OCD Stigma
Stigma regarding mental health is generally divided into four components: public stigma,

self-stigma, label avoidance, and structural stigma (Corrigan and Blink). Public stigma is the
general population's negative perception of people with mental illnesses and their stigmatized
behavior, which can lead to discrimination (Corrigan and Blink). In OCD, people who have more
taboo content in their obsessive thoughts (e.g., violent or sexual content) generally face more
public stigmatization (McCarty et al.). Self-stigma is the internalized stigmatization of people
who have mental health issues. People often form self-stigma because of three factors: their
acknowledgment of mental illness stereotypes, their personal agreement with these stereotypes,
and their acceptance of these stereotypes. Self-stigma makes mental health patients prone to
further internal degradation and shame, which can lead to numerous consequences, including
avoidance in seeking treatment, which worsens their conditions overtime (McCarty et al.). Label
avoidance is a stigmatic behavior that is similar to the consequences of self-stigma, where
patients will try to minimize contact with any medical help regarding their disorder to avoid
acquiring labels for their condition (McCarty et al.). For example, a patient with OCD may not
seek help because they simply do not want to be seen leaving a psychiatric hospital. Although
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this may seem similar to the consequences of self-stigma, there is a key difference between the
two. Label avoidance happens in order to avoid labels relating to mental illness, while
self-stigmatic behaviors stem from the shame patients internalize from public stigmatization
(Corrigan and Blink). Structural stigma occurs when stigmatic policies are adopted that can
discriminate and marginalize those with mental disorders. For instance, the policy of restricting
parental rights for people who have a past history of mental illness could marginalize mentally ill
people based on assumptions the government makes of their medical history (Corrigan and
Blink).

Overall, the stigmatization of mental illness curates a negative perception of sufferers that
can potentially worsen their symptoms by shaming them away from seeking treatment and help.
This is especially relevant for OCD patients that show stigmatized symptoms—such as violent
obsessions—and is an important consideration for the treatment of this common disorder.

How Stigma Has Evolved in OCD
Mental health stigma has evolved rapidly in the past years. A study that analyzed the

evolution of mental health stigma over the course of 25 years starting in the 1990s revealed
mixed conclusions (Schomerus and Angermeyer). Although the data indicates that psychiatric
treatments that occur in hospital or office settings have become more accepted as of 2016 than 25
years prior, enthusiasm seemed to be decreasing. Additionally, the data also suggested that
certain mental illnesses such as schizophrenia were shown to be even more stigmatized in the
early 2000s compared to earlier years (Schomerus and Angermeyer).

In 2003, a study was conducted among 113 students that asked them to judge three OCD
compulsions: harming, washing, and checking (Simonds and Thorpe). They were asked to
evaluate the constructs of fear, shame and social acceptance in context with the described
compulsions. As expected, harming compulsory actions were deemed the most unacceptable,
followed by washing and then checking habits. However, despite a clear trend emerging, possible
confounds may have influenced the results and more research is required to determine whether
this pattern holds.

The trend of the most “taboo” components of OCD being faced with the most stigma
remained prevalent in 2016, when a study among 738 adults across America were randomly
assigned a vignette with one of the following obsessions: contamination, symmetry, taboo
content, and harm (McCarty et al.). Similarly to the 2003 data, the participants that were
assigned the vignettes of taboo content and harm exhibited the most stigmatic attitude (McCarty
et al.). This shows that the evolution of stigma in OCD based on these respective categories for
the most part has remained stable over the past 20 years. However, this raises a question on how
these negative perceptions of the public affect the self-stigma of OCD sufferers, especially those
that suffer with taboo obsessions.

OCD sufferers who battle with taboo thoughts such as harming a child often face
self-stigma and shame, making them reluctant to tell medical professionals due to their fear of
public stigma or judgment (Glazier et al., 1). A survey conducted among 3,109 students in 2015
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asked questions regarding barriers to treatment, including the influences of self-stigma, worry
regarding the opinions of others, different approaches used to handle OCD among individuals,
and logistical factors that could potentially affect whether or not OCD sufferers could get
treatment. The results were unfortunate: the majority of responders diagnosed with OCD faced a
large medical barrier due to shame and stigma, while an even greater majority expressed their
fear of being put in a psychiatric hospital against their own will (Glazier et al., 3). This is
replicated in a cross-sectional study of 112 OCD patients in 2020 (Ansari et al.). In this study,
each patient’s habits in medical adherence were evaluated in comparison with their self-stigma
levels using the Yale-Brown scale, which measures the severity of OCD symptoms (Ansari et
al.). This study revealed that self-stigma reduced medical adherence among patients, while the
severity of OCD symptoms also had the potential to increase self-stigma, further reducing
medical adherence (Ansari et al.).

The effects of self-stigma among OCD sufferers are further elaborated in a study from
2017 which revealed self-stigma’s negative effects on interpersonal relationships and daily well
being (Picco). Hence, the negative effects of self-stigma among OCD patients and its
consequences in medical and social settings have remained relatively similar in studies across the
last 20 years.

The role of mental health literacy and recognition also influences self-stigma. According
to research conducted in 2009, the lack of recognition for anxiety conditions could potentially
lead to lower levels of seeking help (Cole and Coleman). This was implied in a study from 2016
as well, where a cross-sectional survey showed a decrease in internal stigma for OCD sufferers
when they could properly understand their mental illness. Theoretically, a decrease in internal
stigma could prompt greater adherence to medical services and medication (Picco).

Altogether, the available data suggests that OCD stigma has remained stable over the last
20 years. The stigmatization regarding OCD is still very prominent within many communities as
well as being common within households. For instance, many families with stigmatized attitudes
often “conceal” the OCD from their family as a coping mechanism to counteract their shame
(Stengler-Wenzke).

The evolution of OCD stigma is something that remains under-researched and clear
patterns have not yet emerged. However, we can conclude from changes of OCD stigma over
time that numerous influences affect certain aspects of OCD stigma. For example, increased
understanding of OCD tends to decrease stigma, as shown by research regarding the
self-comprehension of individuals and their self-stigma, which revealed internal stigma to be
lowered when an OCD sufferer understands their condition (Abdin).

Stigma in Various Ethnic Groups
According to a study consisting of 428 participants from 13 different countries in North

America, Western Europe and South Asia, there are numerous cross-cultural differences
regarding the perception of OCD and its treatments. For instance, East Asian participants were
more likely than North Americans and Western Europeans to stigmatize OCD by claiming it to
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be the sufferer’s fault, as well as discouraging sufferers from seeking treatment. Additionally,
East Asian participants were also more likely to suggest pseudoscientific solutions such as
acupuncture and herbal medicine compared to the evidence-based methods of treatment, which
stems from their beliefs about the relationship between the supernatural and mental health. On
the other hand, Western countries favored traditional clinical psychological treatments (Yang et
al.).

A similar finding is emphasized in a study analyzing the Asian perception of mental
illnesses (Lauber and Rössler). Analyses revealed that East Asian societal and cultural beliefs
tend to lead to stigmatization. For instance, being mentally ill is considered “socially
disadvantageous” in Eastern cultures, as it is also associated with danger and aggression.
Additionally, the family hierarchy within Eastern cultures often leads to family members who are
mentally ill being shunned (Lauber and Rössler). Another study that observed the behavior of
different ethnic groups when it came to OCD revealed that ethnic minorities were more likely to
take superstitious approaches when treating OCD compared to non-minorities (Whites).
Furthermore, they were less likely to take proper medication for OCD as well as getting proper
treatment for it in a psychological setting than white people. This was illustrated by data such as
one that stated how non-minorities were more likely to take medication for OCD than ethnic
minorities (Katz, 1).

Why is it that certain demographics of people view and stigmatize OCD differently from
others? This can be elucidated when analyzing the poor financial funding for mental health in
continents like Asia, which often leads to a lack of professionals and resources, adding additional
barriers in seeking help (Lauber and Rössler; Shinfuku). For instance, the number of psychiatric
beds in Asian countries like China, The Republic of Korea, the Philippines and Indonesia remain
relatively small (Shinfuku). Aside from that, the underrepresentation of ethnic minorities in
second and tertiary care for OCD (which can be due to the more self-stigmatic nature of ethnic
groups such as East Asians), can also lead to further barriers in seeking help or reducing stigma
(Cruz et. al)

Modern-Day Stigma in OCD
Despite significant advancements in OCD treatments and understanding, data shows it is

relatively similar over the past years. In a recent survey from 2023 updating the status of
stigmatic behaviors toward OCD, it was revealed that stigma towards mental health is still highly
prevalent (Feuer). Around 30.3% - 40.4% of the 275 participants who self-reported to have a
mental disorder recorded that they have experienced significant stigmatic behavior from
healthcare providers. Results also conveyed how over 40% of participants avoided their
healthcare providers due to their stigmatic behavior. Since people with OCD face a higher
probability of getting sick than the general population, according to data, stigmatic behavior
among healthcare providers could be life-threatening. This means that the stigmatic behavior of
healthcare providers could potentially affect both the physical and mental health of OCD
sufferers (Feuer). In another study, mental health care professionals were seen often

561



misunderstanding OCD. Data showed that mental health counselors and graduate students
exhibited stigmatic behavior towards certain intrusive thoughts: violence, sexual and
contamination thoughts. Additional data revealed that APA members often misidentified OCD
symptoms. When given 5 vignettes that all exhibited OCD symptoms, results showed a 38.9%
misidentification rate. These misidentifications can often increase stigmatic behavior since they
promote symptoms that are not truly representative of OCD and can often trivialize the disorder.
They also can prevent OCD sufferers from receiving proper intervention (Woods, 28). It is
evident that the stigma behind OCD is still prevalent and important to further combat (Feuer).

With the advancement of technology, the complexity of OCD extends beyond in-person
communication and is a frequent topic that arises regularly on social media. According to an
analysis in 2018, it was revealed that mental illness portrayed in the media often promotes
harmful stereotypes and misconceptions. Specifically, OCD sufferers are deemed highly
intelligent, meticulous and tidy, which often provides comical relief for television viewers
(Marie). For instance, a recent study conducted in 2019 revealed that OCD was the disorder
among ten (five physical and five mental) that had the highest amount of trivialization on Twitter
(Woods, 28). Further examination on Twitter revealed that the #OCD hashtag was used to
convey non-disordered actions such as organizing pencils; these trivialized depictions were
perceived negatively by non-OCD viewers (Woods, 28). They often expressed irritation and
decreased sympathy for the disorder. In comparison, another study that exhibited these depictions
to OCD sufferers revealed that they were frustrated by the casual usage of OCD when illustrating
non-OCD behavior (Woods, 28). However, they still reported appreciation for OCD depictions in
the media because they helped them initially identify their disorder.

Another study on TikTok also revealed interesting reports about OCD stigma. TikTok, a
multi-billion dollar company that has amassed over 689 million monthly users, is known for
opinionated content. Oftentimes, numerous users express their struggles and arguments on the
platform, which are frequently met with extensive debate. Due to TikTok’s user experience, calls
for social change and action often become viral. When analyzing 50 of the most popular TikTok
videos under the hashtag #OCD from women content-creators, results revealed a dichotomous
pattern. Women content-creators were specifically recruited for this study since reports revealed
that they often receive more negative feedback on social media, as well as having higher rates of
OCD (Woods, 30). In one group, women were trivializing OCD and using the disorder as a
replacement term for organization and cleanliness. However, in the second group, content
creators accurately portrayed OCD and corrected common misconceptions. The group that
minimized OCD made up around 56% of the videos. The content of these videos varied but they
generally conflated unrelated symptoms with OCD symptoms. For instance, one video depicted a
mother’s annoyance at her daughter’s messy painting as OCD. The group that accurately
portrayed OCD primarily had content about clinically significant information regarding OCD.
This can be exemplified through one of the mentioned content creators who debunked the
common misconception that OCD is simply an organized desk, and describes a compulsion she
has with spraying perfume in reaction to the thought that her mom would die (Woods, 33).
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Although the example seems irrational to most viewers, it shows an accurate representation of
how OCD can manifest, in comparison to the harmful assumptions made about the disorder in
the context of solely cleanliness and organization. This sort of content is potentially helpful for
OCD sufferers to view since it provides a space where they can cope and struggle together rather
than in isolation. Despite some positive results from the TikTok study, it is indisputable that
OCD is mainly misrepresented in the media (Woods, 35). Given the severity and distress
associated with OCD, its light-hearted depiction in the media is detrimental to its sufferers
(Woods, 28). Thus, it would be reasonable to speculate that the stigmatization of OCD would
most likely grow in upcoming years, due to the mass expansion of media (Woods, 34).

The Future of Stigma in OCD
Luckily, there have been numerous solutions suggested to reduce stigmatic behavior

towards OCD. A recent technological approach has been developed to decrease stigmatizing
attitudes towards OCD and improve mental health literacy. The app, called esTOCma, is a
gamified application that teaches users about OCD. In the app, users need to defeat OCD stigma
monsters in a series of 10 missions in order to save certain characters (Sorianno). With its
psychoeducation and cognitive restructuring components, it can be effective not only for those
who aren’t educated about OCD, but also OCD sufferers who are seeking proper treatment and
information about legitimate symptoms. Although a full analysis of its effectiveness has not yet
been conducted, it is expected to be effective in the following categories: OCD individuals
seeking help, providing information on OCD treatments, and reducing stigmatizing attitudes
against people with OCD. This app has also been suggested to be used in educational settings so
that children suffering from symptoms could get treatment as early as possible.

Due to the vulnerability of children who have OCD, interventions have been made to
improve OCD literacy in school settings. 82.1% of teachers in a study correlated OCD with
contamination symptoms, while only 36.8% knew about compulsions (Chaves). Additionally,
only around 50% of educators could correctly identify classroom interferences from OCD. An
intervention was developed that provided educators with educational sheets and questionnaires
(Chaves). After this intervention, teachers reported highly increased knowledge of OCD
symptoms, as well as improving their “willingness to help.” Interventions like these are
becoming more prevalent, as they are shown to be effective in reducing OCD stigma in
educational settings (Chaves).

As both technological and educational advancements have decreased stigmatic behaviors
toward OCD, it is important to note that solutions are still being developed. Due to the
uniqueness of OCD stigma, more studies are needed to gain a clear understanding of how to
reduce stigma in the future.Understanding how technology and education can be used to reduce
stigma is especially important because these components are one of the two most prevalent
attributes to modern day society. Thus, the development of OCD literacy and awareness among
these platforms could serve useful in the future.
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Conclusion
Through this analysis, the following have been addressed: the background information

regarding the history, stigma and symptoms of OCD, the evolution of OCD, the modern-day
stigma of OCD, the stigma of OCD in various countries, and the future of stigma in OCD. With
that in mind, many possible conclusions can be drawn. First, there have been numerous
advancements in means of alleviating OCD stigma, but interventions in educational settings as
well as the software development of OCD literacy apps such as esTOCma have proven
successful and effective. This suggests that education and technology can be leveraged to
improve solutions for stigmatic behavior toward OCD, and therefore more research is needed.
Longitudinal data regarding the evolution of stigma would be helpful to determine whether
advancements are being made or what factors may be stalling progress. It is clear that the stigma
towards OCD has not been sufficiently eradicated to warrant the lack of current research. The
stigmatic behavior of OCD is something that can potentially be life-threatening for sufferers, and
act as obstacles for seeking medical treatment. Unfortunately, the research for this field is
minimal and limited in methodology, even though it is such a consequential topic of study. Lack
of longitudinal studies and data among ethnic minorities halts growth in the study of OCD
stigma. In existing longitudinal studies, there is scarce information regarding how OCD stigma
has changed over a certain span of time, which makes it difficult to identify clear trends of its
evolution. For studies among ethnic minorities, there is limited distinction between ethnicities
(e.g., “Easterners vs. Westerners” rather than country or regionally-specific populations),
resulting in data that is too nonspecific to be truly representative. This limits the amount of
progress that could be made in determining why OCD stigma is more prevalent in certain
ethnicities than others. Additionally, certain presentations of information lead to bias. For
instance, self-reports and surveys can induce biases from surveying conditions and social
desirability, which can affect the responses from participants, altering some data to be unreliable
(Latkin et. al).

Given the limitations in this body of literature, future research suggestions are presented.
First, ecological momentary assessments could be employed to create an app that presents
participants with surveys relating to OCD stigma throughout periods of time, to create
longitudinal data that is more ecologically valid. This would make trends in OCD easier to
identify, which would help elucidate further solutions. Second, the funding for OCD in countries
with different ethnic groups could be improved. As previously mentioned, in East Asian
countries such as Korea and China, there are relatively low numbers of psychiatric beds, which
are statistical indicators for the lack of funding that goes into their psychiatric hospitals and
mental healthcare. If more awareness is spread through media, the funding for OCD among
minority groups could potentially improve. One way to do this is to intervene on social media. If
social media apps bolster content creators with expertise, such as psychologists or counselors,
compared to nonspecific creators such as “mental health advocates,” by creating exclusive
hashtags, the spread of accurate OCD information can increase. Third, the implementation of
social and emotional programs within schools can show benefits for reducing stigma. As
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reported previously, the OCD stigma among educators decreased after participating in
informative mental health programs. Currently, around 80% of schools provide some sort of
mental health assistance; however, mental health still remains prevalent among their students,
suggesting that some sort of reform should be made to their curriculum (Teich). One suggestion
would be to provide varying and realistic depictions of OCD in these programs, as OCD is more
commonly correlated with contamination compared to violent and sexual obsessions (Chaves).
Fourth, providing mental health education for religious leaders could prove to be beneficial,
since many minority groups often connect mental health to the supernatural or experience mental
health care primarily through religious institutions and leaders. Lastly, support groups for OCD
can prove to be beneficial, as they can create an outlet for OCD sufferers to “vent out emotions,”
one of the five most common coping mechanisms for OCD (Thapa et al., 22). This could be
effectively done on digital platforms which may increase accessibility for sufferers. Thus, the
analysis of the evolution of OCD in different settings, suggests that although further research
should be conducted, there are many solutions that could possibly reduce stigmatic behavior
towards OCD.
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Road Detection in Autonomous Vehicles through Deep Learning By Soeun Lee

Abstract
In a rapidly advancing technological landscape, integrating deep learning in autonomous

vehicles presents a pivotal challenge and opportunity. Our study briefly introduces some
concepts in machine learning and its network structures. We aim to perform road segmentation
using a U-Net image segmentation model trained on the Lyft Udacity dataset. We trained the
model under different settings by adjusting parameters such as the initial channel, pooling
method, activation function, and batch size. The performance of models is evaluated using the
IoU metric. By comparing the performance of the models, we identify which settings yield
higher performance for road segmentation task. Additionally, we observe the validation loss per
epoch to determine which configuration provided the best training stability. This comprehensive
evaluation allows us to identify optimal model setup for robust and reliable road segmentation
models.

Keywords: Convolutional Neural Networks (CNN), U-Net, image segmentation,
self-driving camera.

1. Introduction
Autonomous technology is currently a trending development in science, and much

research is being done to combine this technology with deep learning. Road segmentation,
essential for autonomous vehicles, distinguishes road areas from other elements like vehicles and
pedestrians. Despite various approaches to developing image segmentation, it remains one of the
most challenging tasks in computer vision. Challenges include image variability in size,
resolution, and contrast, which affects segmentation quality and accuracy. This task remains
challenging due to image variability in size, resolution, and contrast, which affects segmentation
accuracy.

In order to improve road segmentation accuracy and while reduce computation load, we
proposed an improved technique that adjusts the parameters of existing network models with
different neural networks. As the era of self-driving cars emerges, our research focuses primarily
on the application of deep learning in autonomous vehicles. Autonomous vehicles must
accurately identify other vehicles using road images, which is why advanced road segmentation
techniques are critical. We replaced the old network models with two alternative neural
networks: Convolutional Neural Networks (CNNs) and U-Net. CNNs allow the direct processing
of pixel data and handle image complexity without manual feature extraction, greatly improving
image segmentation tasks' accuracy and efficiency. U-Net is a U-shaped architecture with
contracting and expanding paths designed for precise localization. Experiments prove that our
strategy improves road segmentation accuracy while minimizing computation load. As a result,
our model is suitable for real-time processing in autonomous vehicle applications. Our model
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shows potential for enhancing self-driving car technology by providing reliable and efficient
road detection capabilities.

2. Image Segmentation
2.1 CNN Architecture

Deep learning employs multi-layered neural networks that process information similarly
to human brains, recognizing patterns and evaluating scenarios. A neural network consists of an
input layer, several hidden layers, and an output layer, with nodes interlinked, each possessing
individual weights and thresholds. When a node's output exceeds its threshold, it activates and
transmits information to the next layer. Networks with more than three layers, including inputs
and outputs, qualify as deep learning algorithms [1].

Convolutional neural networks (CNN), a class of neural networks, have become
dominant in various computer vision tasks, including radiology. CNNs automatically learn
spatial hierarchies of features through backpropagation using convolution, pooling, and fully
connected layers [2]. The convolution layer applies a convolution operation to the input, passing
the result to the next layer, while pooling layers reduce dimensionality by aggregating input
values. Fully connected layers perform classification based on extracted features, often using a
softmax activation function.

2.2 Segmentation Model
Image segmentation involves dividing an image into segments mapped to an object to

produce a dense pixel-wise segmentation map. Each identified object is assigned a distinct color,
facilitating individual analysis and interpretation.

Image segmentation is categorized into semantic, instance, and panoptic segmentation.
Semantic segmentation classifies each pixel into categories such as road, vehicle, pedestrian, or
traffic sign, aiding autonomous vehicles in understanding their environment. Instance
segmentation differentiates between objects of the same category, which is crucial for navigating
complex environments. Panoptic segmentation combines semantic and instance segmentation,
providing a comprehensive view by simultaneously performing both classifications at the pixel
level, which is essential for decision-making in autonomous driving.

Our study mainly focuses on semantic segmentation. Semantic segmentation assigns each
pixel of an image to a specific category, which is crucial for distinguishing objects and defining
their boundaries in various fields, such as self-driving, medical image analysis, and landscape
classification [5]. AutoEncoders, networks consisting of an encoder and decoder, are applied to
semantic segmentation tasks, with U-Net architecture enhancing their efficiency [6]. Atrous
convolution expands the receptive field by introducing gaps within the convolution filter,
allowing a larger context without reducing image resolution [7].
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Figure 1. The input (left) and the result of the semantic segmentation task (right).
Fully Convolutional Networks (FCN) [4] is the first model that enables image

segmentation using end-to-end, and SegNet [9] is an Encoder-decoder architecture that proposed
the image segmentation model. It is a groundbreaking model that enables the segmentation task
to be performed end-to-end. UNet [8] was first proposed for brain-related medical imaging, such
as MRI (Magnetic Resonance Imaging), CT (Computed Tomography), and PET(Positron
Emission Tomography) scans. It performs end-to-end segmentation tasks by downsampling with
groups of convolutions and upsampling with transposed convolutions. Through Deeplab [10]
atrous convolution, we could freely adjust the receptive field on an image, so we proposed a
model that can capture the context with more variety and depth. Mask R-CNN [11] extended
object detection models to include pixel-level masks. PSPNet [12] proposed a pyramid pooling
module for global context information.

3. Road detection with segmentation model
3.1 Road Detection via Semantic Segmentations
3.1.1 Road dataset
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Figure 2. View from the car as seen by the camera (left), A segmentation map showing all 17
classes (middle) and ground truth showing only the road class (right).

The dataset used for this research is the Lyft Udacity road images dataset, featuring data
images and labeled semantic segmentations from CARLA's self-driving car simulator. This
dataset, part of the Lyft Udacity Challenge, is ideal for training machine learning algorithms to
identify semantic segmentation of cars, roads, and other objects.

The dataset includes 5,000 images, each with categories for 12 objects, such as roads,
lane-marking, traffic signs, sidewalks, fences, poles, walls, buildings, vegetation, vehicles,
pedestrians, and others. From the image depicted Figure 2 (left), The semantic segmentation
dataset is labeled with colors corresponding to each of the 12 objects. For our study, which aims
to identify roads, only class number 7 corresponding to roads was used to construct the ground
truth data cf. Figure 2 (right). Therefore, our road detection model learns and performs binary
class semantic segmentation.

3.1.2 Model Selection and Architecture

Figure 3. The architecture of the newly designed U-Net tailored for road detection.

Image classification is critical for pixel-level classification in object detection. Despite
numerous algorithms for image segmentation using deep learning, we chose the U-Net model for
this research. U-Net's architecture, consisting of contracting and expansion paths, enables
effective learning even with small datasets [8].
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The original U-Net model has a 1-channel input image. However, for road detection, the
camera image viewed from the vehicle is RGB with 3 channels, so we modified the model
accordingly to cover these 3 channel images. Additionally, Our road segmentation U-Net model
has three layers to encoding and decoding.

Although Figure 3 only shows the initial channel set to 8 as the default model, we also
trained models with the initial channel set to 16. The pooling method between layers was altered
from max pooling to average pooling. Similarly, the model’s activation function was changed
from ReLU to Tanh.

3.2 Experiments
3.2.1 Implementation detail

Our road detection model was implemented with M1 pro macOS 14.3.1, and pytorch.
Essential libraries included imageio, matplotlib, numpy, and pandas. Adam was used to optimize
the model, and the learning rate was set to 0.001. The input camera image data were normalized
to a range between 0 and 1. Within the U-Net architecture, batch normalization was applied after
each convolution to enhance the model's stability.

For performance comparison experiments, we replaced the max pooling between the two
convolutions and the transition to the next layer with average pooling. We alters the activation
function after each convolution from ReLU to Tanh. The initial input channel to the U-Net was
set to 8 for some experiments and changed to 16 to observe the performance and training
progress. Finally, we varied the batch size of the input to the model, setting it to 32, 16, and 8, to
observe the changes.

3.2.2 Performance Evaluation

Figure 4. Diagram of the Intersection over Union (IoU) evaluation metric.

To determine whether our model made a good prediction, we used the Intersection over
Union (IoU) formula, which compares numbers. The IoU formula is the width of the overlapped
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area between the ground-truth bounding box and the predicted bounding box divided by the
width occupied by the two bounding boxes.

3.2.3 Training Process
The training involved 100 epochs, processing 800 training samples and 100 validation

samples. The model's performance, indicated by loss and validation loss metrics, improved over
epochs. The model with the lowest validation loss is designated as the best model. The best
model is then evaluated on the 100 test samples using the IoU metric which is described in
Figure 4. Fine-tuning parameters such as pooling methods and activation functions optimized the
model's efficiency and generalization capabilities.

3.2.4 Experimental Results

Table 1. IoU and validation loss of the final best model with the lowest validation loss for each
parameter setting. A lower loss indicates better model performance, whereas a higher IoU

signifies better model performance. Row 1 is the default model setting for comparison.
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Figure 5. The best validation loss and IoU results based on different parameter settings. The
strings in the legend represent, in order, the initial channel, type of pooling, name of the

activation function, and batch size connected by underscores. The legend of items in Figure 5
corresponds to the rows in Table 1. An exception is the default item, which appears as the second

item in the legend of Figure 5, contrary to the order in Table 1, where it is in the first row.
The setting in the first row of Table 1 is the default setting. In Table 1, column 1 indicates

the initial channel, with 8 being the default, and models marked with a check are set to 16. In
column 2, the pooling method is max pooling by default, but is changed to average pooling for
the marked The default setting for the activation function in column 3 is ReLU, but replaces it to
Tanh. Column 4 represents the batch size, with 32 as the default setting, and the results of model
evaluation with batch sizes of 16 and 8 are shown.

As shown in Figure 5 and Table 1, the best validation loss and IoU performance on the
test samples are changed when the parameter settings are changed. In Figure 5, the green dot, the
second item in the legend, is the result of the default model. Most models have high IoU and low
validation loss compared to the default. The models that show lower or similar IoU performance
compared to the default model are in rows 4, 5, and 7, where the common setting is the
activation function Tanh. These results show that the model’s performance is better when the
activation function is ReLU than Tanh.

The model with the highest performance has an initial channel of 16, uses average
pooling, has ReLU as the activation function, and a batch size of 8, as shown in row 6 of Table 1.
In Figure 5, it corresponds to the dark blue dot. The next highest-performing models are in rows
11 and 3 of Table 1. These models share the common characteristics of augmenting the initial
channel to 16 and decreasing the batch size from the default model. They achieve good
performance while using the default max pooling and ReLU activation functions. In Figure 5,
these models correspond to the gray dot and the red dot located at the top left. This trend
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suggests that reducing the batch size while increasing the initial channel leads to better
performance.

The model in Table 1, row 2 is the same as the default model, but the pooling method is
changed from max pooling to average pooling. This model shows slightly higher performance
compared to the default model. Additionally, the best-performing model in row 6 also uses
average pooling instead of max pooling. These results suggest that changing the pooling method
to average pooling leads to better performance.

Figure 6. Validation loss per epoch according to parameter settings. The legend is the same as
Figure 5.

By examining the changes in validation loss per epoch, we can assess the stability of the
model's training process. A relatively stable model quickly achieves low validation loss and
converges. In other words, the sooner a model achieves low validation loss, the higher its
stability.

The dark blue line in Figure 6 corresponds to row 6 of Table 1. This dark blue line
represents the learning progress of the highest-performing model, which appears to have low
validation loss values   in early epochs.

The default model, represented by the green line in Figure 6, shows the least stability in
training, except for the dark green line. The dark green line corresponds to the model in row 7 of
Table 1, which shows lower performance in both validation loss and IoU compared to the default
model. These results indicate that changing the pooling method to average pooling can decrease
training stability.

4. Conclusion
In our study, for road detection, we trained a semantic segmentation model to detect

roads. We trained model by adjusting the initial channel, pooling method, activation function,
and batch size to observe the training progress and performance. Augmenting the initial channel
from 8 to 16 resulted in improved performance. Changing the pooling method from max pooling
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to average pooling also showed slightly better performance. The default activation function was
ReLU, and switching it to Tanh resulted in poorer performance, indicating that ReLU is
preferable in terms of both training stability and overall performance. Lastly, the fine-tuned batch
sizes of 16 and 8 showed higher performance compared to the default batch size of 32. By
improving the performance of the road segmentation model, incorporating this enhanced road
segmentation into a self-driving system can increase the safety and reliability of self-driving
vehicles.
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Precision Medicine for Lung Cancer: Exploring the Efficacy and Advances of
Antibody-Drug Conjugates By Advaith Dinesh

Abstract
Lung cancer kills millions of individuals in the United States each year, yet conventional

treatments, such as chemotherapy, lack specificity and kill healthy and cancerous cells alike. In
precision medicine, antibody-drug conjugates (ADCs) have arisen as a novel way to fight against
cancer, specifically targeting malignant cancer cells. Previous studies have established the
foundational principles of ADCs, demonstrating that they can improve target specificity and
efficacy. By exploring a medicinal pathway that is different from conventional treatment,
scientists may be able to broaden the availability of treatment options for patients fighting
cancer. By reviewing a vast collection of articles, this paper gathers relevant and recent
information regarding the efficacy, characteristics, and limitations to antibody-drug conjugates.
Although variations do exist, most ADCs on the market and preclinical studies display promising
results that support its advantageous characteristics; Yet, more research needs to be done to
solidify these claims. Shedding light on ADCs may help bring in more funding and awareness
dedicated to research of them, which may allow the drug’s advancement to grow. Therefore, it
would provide patients the opportunity to extend their lifetime.

Introduction
Due to its lethal nature, cancer is a serious public health issue that is well-known

worldwide. Second only to heart disease, it is one of the leading causes of death in the US. It is
anticipated that there will be 611,720 cancer fatalities and 2,001,140 new cancer cases in the US
in 2024 alone(Siegel et al.). Thus, it is with this knowledge that the best cancer treatments should
be pursued. Emphasis must be placed on having an array of therapy options, which is critical for
effectively combating cancer while allowing patients to live with minimum side effects,
providing flexibility and hope. One of the distinguishing features of cancer is its vast range, both
in terms of where it can be found and the heterogeneity within that area. Over 100 different types
of cancer exist, such as those of the brain and prostate, each with its own set of characteristics
and challenges. However, the main focus of this paper will be on novel techniques to treat lung
cancer, as it is by far, the leading cause of death for cancer types. Targeted therapy drugs are
intended to target specific receptors or chemical changes associated with cancer. They can be
more successful in targeting and shrinking cancer masses while causing fewer side effects.
Targeted therapy is an extremely promising option for treating lung cancer, or in this case,
non-small-cell lung cancer (NSCLC). Non-small-cell lung cancer is the most common type of
cancer, accounting for 81% of all lung cancer diagnoses(Siegel et al.), where abnormal cells form
in lung tissue and multiply. Additionally, NSCLC typically grows and spreads less quickly, as
compared to other forms of lung cancer such as small-cell-lung cancer (SCLC).

Stage III NSCLC encompasses a heterogenous group of individuals, with varying degrees
of tumor size, location, and nodal involvement (the spread of cancer cells to lymph nodes). The
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overall 5-year relative survival rate for persons with localized NSCLC (cancer that has not
spread outside the lung) is 65%. However, around 70% of NSCLC patients are diagnosed after
the cancer has spread beyond the lung. The 5-year relative survival rate for regional NSCLC,
which indicates the cancer has progressed from the lung to adjacent lymph nodes, is
approximately 37%. The 5-year relative survival rate for cancer that has spread to distant
sections of the body, often known as metastatic lung cancer, is 9%.(“Lung Cancer - Non-Small
Cell - Statistics”) Stage III NSCLC is characterized by a spread of cancer to nearby lymph nodes,
but not to other organs. Determining the best therapy option for individuals with stage III
NSCLC, particularly those with advanced nodal involvement (N2 and N3), can be difficult due
to a lack of agreement on which is the most effective treatment method. Additionally, more
research is needed to determine whether tri-modality therapy (surgery, chemotherapy, and
radiation) is more effective than chemo-radiation alone in treating N2 illness(“Treatment of
Stage III Non-Small Cell Lung Cancer”). Nevertheless, various initiatives have been taken to
enhance patient survival rates. Chemotherapy is one of the most well-known cancer treatment
approaches, and it refers to the injection of cytotoxic chemicals with the goal of eradicating the
tumor or, in some cases, degrading it to alleviate symptoms and prolong life(Nygren). Cytotoxic
refers to being toxic to cells, and these types of medications are typically administered in a
precise combination of two or more drugs in order to maximize the likelihood of overcoming
tumor resistance, ensure the regimen's efficacy against distinct tumor cell clones, and avoid
significant harm to normal tissues(DeVita). Even while chemotherapy primarily targets
proliferating cells, healthy cells are nevertheless at risk of being destroyed due to the
non-specificity of cytotoxic medicines. An individual patient's treatment response can only be
established after several cycles of chemotherapy have been completed. This is important because
patients with a short anticipated survival have a significant risk of developing serious side
effects, resulting in a lower quality of life before any potential benefits from the therapy can be
assessed(Nygren). In addition, radiation therapy is another type of cancer treatment that involves
administering high doses of radiation to a specific location in an attempt to completely eliminate
or decrease a tumor. It has been estimated that over 50% of all cancer patients receive radiation
therapy throughout the course of their disease(Keys et al.). Radiation therapy can cause tissue
damage and systemic adverse effects, in addition to its tumor-sterilizing and tumoricidal effects.
Despite efforts to reduce radiation therapy side effects through smaller targets and dedicated
devices, they persist and vary in severity(Acute Side Effects of Radiation Therapy).

Cytotoxic agents based chemotherapy has been the main approach for the treatment of a
wide range of cancers for decades(Loadman). Most chemotherapy drugs have a low therapeutic
index, or in other words, the range between therapeutic dosage and a toxic one, is quite small.
Furthermore, significant side effects are frequently attributed due to the lack of selectivity or
targeting capability to an intended molecule/cell surface receptor. This could also cause
damaging exposure to off-target organs, which may have serious repercussions for the health of a
patient(C et al.). It is due to this issue that scientists are working on forming alternative
treatments which address the issue of specificity. During the beginning of the 20th century,
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scientist and Nobel Prize winner Paul Ehrlich developed the concept of a “magic bullet”, or a
drug that would travel straight to its intended cell-structure target(K and A). Over 100 years of
research have led to the formation of a novel cancer therapy, built upon the idea of the “magic
bullet”. However, understanding this innovative medicine requires knowledge of antibodies.
Antibodies are the immune system's weapon for combating infections, cancer, and other
disorders. They fight by engaging with unwanted particles, proteins, and receptors, commonly
referred to as antigens. Early Antibody-Drug-Conjugates (ADCs) consisted of monoclonal
antibodies (lab-grown antibodies that mimic the function of natural antibodies) that were
harvested from mice, known as murine monoclonal antibodies. Early conjugates had limited
success in human clinical trials due to their provocation of an immune response, low levels of
effectiveness, and inadequate selectivity for tumors over normal tissue(“Antibody Drug
Conjugates”). However, as time has passed, various advancements in engineering the
components of ADCs have garnered further attention for them. ADCs are one of the most
promising vectors of cancer therapy, which is at the forefront of medical innovation. To reduce
immunogenicity, humanized or completely human antibodies were used instead of murine
antibodies. To increase the potency of therapy, medicines were utilized that were hundreds to
thousands of times more toxic to cells than earlier treatments. Selectivity was also improved
through careful target and antibody selection(“Antibody Drug Conjugates”). For example, one of
the improvements that has been made includes humanizing the antibodies, as to minimize the
immune response against them. Additionally, they have been made to have a longer half-life
(time required for a substance to degrade to half its initial value) and high molecular weight, as
to prevent degradation within the body. Attached to the mAb are linkers, either cleavable or
non-cleavable. Linkers are chemical bridges that connect payload to the antibody. Linkers must
be stable in circulation and have efficient release of payload at the target site. Cleavable linkers
are designed to release the payload once the antibody has reached its intended target, while
non-cleavable linkers remain intact after binding. Scientists design cleavable linkers to be broken
down under specific cellular conditions, while non-cleavable linkers provide greater stability.
The payload or warhead is a crucial component of ADC design that is triggered after release
from ADC inside the cytoplasm of a tumor cell(McLaughlin and LoRusso), and it is desirable for
the “warhead” or payload to be toxic enough to harm the tumor cells, even at low
dosages(“Antibody-Targeted Drugs and Drug Resistance—Challenges and Solutions”). ADCs
are administered intravenously (IV), to avoid degradation due to digestive enzymes. Once in
circulation throughout the bloodstream, ADCs will locate their target antigen and bind.
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Figure 1. Antibody versus Antibody-Drug Conjugate (ADC). Immunoglobulin (IgG)
antibody shown left. Consists of two heavy and two light chains. Variable regions near the top,
constant regions on the bottom half. Variable regions are able to change shape depending on the
target antigen. Antigen binding site is located on the top half as well. Antibody drug conjugate

(ADC) on the right. Consists of an IgG antibody that supports chemical linkers on the side,
acting as branches for the cytotoxic drugs to latch on to. Created with BioRender.com.

From there, the ADC becomes ingested or taken inside the cell via a process called
endocytosis. Subsequently, the ADC is encased in a bubble-like structure made of
membrane/phospholipids. This structure is called an early endosome. The early endosome fuses
with lysosomes(Jonna and Subramaniam), an organelle of the cell which contains enzymes that
can degrade substances. However, if the drug is attached to a cleavable linker, the ADC does not
need to interact with lysosome to release the drug. However, ADCs with non-cleavable linkers
require complete breakdown in the lysosome to discharge the drug. As the chemical linkers
degrade, they release the drug. Once the drug is free from the ADC, it can then travel to the
interior of the cell and start to induce damage upon the DNA or other structural components. As
the target dies, some of this cytotoxic drug can leak out to neighboring cells, further multiplying
the damage.This process is called the bystander effect.

ADCs have shown great promise in the treatment of non-small cell lung cancer owing to
their precise method of action. Their ability to target a particular receptor minimizes unwanted
toxicity, since ADCs don’t tend to latch onto receptors that don’t have the proper affinity to the
antibody. Several ADCs to treat NSCLC are in clinical trials, each with a specific target. They
are being used alone, or in combination with other therapies, to best optimize patient survival
and well-being. It is vital that potential lung cancer ADC candidates have maximum specificity
and efficacy, to reduce the chance of adverse patient side effects or reactions. In this paper, we
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will explore the different drugs that have been developed for the treatment of NSCLC using
ADCs, the mechanisms of antibody discovery, and limitations and ethical considerations.

Current Research on Antibody-Drug Conjugates
In general, clinical trials are conducted in four stages. A limited group of people are

tested for the first time in phase I trials (duration ranges from 1-4 months), and the main goal is
to find out about safety and potential negative effects. After phase I, phase II trials involve
100–300 participants, which is a larger population (duration ranges from 3 months to 2 years).
Subsequently, phase III studies (duration ranges from 1 to 4 years) examine a significantly larger
sample size, usually ranging from 1,000 to 3,000 participants, to verify efficacy, track adverse
events, compare the treatment to alternative approaches, and gather more data. Lastly, phase IV
trials continue long after the medication is licensed and made available to the public. They cover
a wide range of areas, including monitoring safety in the general population.

Currently, there are no NSCLC ADCs on the market. However, many are at promising
stages of clinical development. One, for example, Trastuzumab deruxtecan (ENHERTU), has
been conventionally used to treat breast cancer; it is also receiving more research in the treatment
of NSCLC(Li Bob T. et al.). Trastuzumab deruxtecan, is an ADC that targets human epidermal
growth factor receptor 2 (HER2), a key cell surface protein involved in healthy cellular growth
and division. In cancer, however, HER2 is often mutated and expressed on the surface of
malignant cells.

In a phase I trial evaluating HER2-targeted ADCs in NSCLC patients, researchers found
that approximately 59% of enrolled patients reacted effectively to the treatment, with 88%
demonstrating disease control, or the ability to suppress tumor growth(Sj). Additional phase II
trials evaluating ADCs on HER2-expressing NSCLC tumors are currently enrolling.

Another example is Datopotamab deruxtecan (Dato-DXd), an ADC which targets TROP2
(Trophoblastic Cell Surface Antigen 2). Overexpression of TROP2 has been correlated with an
increased mortality rate(Inamura et al.), thus the TROP2 surface glycoprotein (protein molecule
with a carbohydrate attachment) is an attractive candidate for targeted therapy, due to its role in
tumor progress.(Belluomini et al.) Phase I studies show that the overall response rate (ORR) was
24-26% across different dosages of Dato-DXd, with a median duration of response (mDOR) was
9.5 months(“MA03.02 TROPION-PanTumor01”). These values suggest ADCs are a promising
therapeutic strategy for NSCLC..
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Figure 2. Mechanism of action for an ADC. ADC locates target antigen on the surface of a
cancer cell. Then, it gets internalized into the cell. Once in the cell, chemical linkers are

degraded, thereby releasing the cytotoxic drug into the cell. From there, the cell is able to inhibit
cellular processes, eventually leading to cell death. Drugs can “leak” out of the initial cell and

target neighboring cells, causing death. This is known as the bystander effect. Created with
BioRender.com.

Trastuzumab deruxtecan (Enhertu) and (Datopotamab Deruxtecan) Dato-DXd are both
cleavable linkers that share a similar pathway or mechanism of action in the body. Once Enhertu
is bound to the HER2 receptor, or Dato-DXd is bound to TROP2, it is subsequently internalized,
and the chemical linkers that hold the DXd drug are “chopped” off; this releases the drug into the
cell environment. The DXd will then bind to an enzyme complex that helps regulate the structure
of DNA, called topoisomerase I. This will eventually lead to the inhibition of DNA replication,
cell cycle arrest (a stopping point in the cell where it no longer proceeds with duplication), and
tumor apoptosis or programmed cell death. Trodelvy (sacituzumab govitecan-hziy) is another
ADC that works in a similar method. Instead of releasing DXd, Trodelvy releases a drug called
SN-38, which again interacts with topoisomerase I. By targeting the regions that promote
excessive cell division (a typical characteristic of cancer), the ADCs can mitigate the spread and
growth of cancers.

Overall, the development of ADCs shows great promise for the treatment of NSCLC.
With studies reporting greater effectiveness at killing cancer, longer duration of response, and
more, ADCs have the potential to lengthen and save the lives of the patients in a less destructive
manner as other treatments.

586



Benefits of Antibody-Drug Conjugates for NSCLC
There have been several hopeful patterns in the study of ADCs and NSCLC. One of the

most crucial steps in selecting an appropriate ADC therapy is selecting the targeted disease the
antigen. The practice of choosing overexpressed receptors, or receptors that are present in high
quantities on target cells, and other surface proteins has generally been effective. Overexpressed
antigens will be more prevalent than usual, meaning the antibodies targeting them will generally
have higher binding success rates. Furthermore, effects like toxicity on healthy tissue or organs
can be minimized by identifying these particular antigens. Toxicity on healthy tissue or organs
can cause the body to shut down and fail in the most severe of cases. Selecting for overexpressed
antigens such as HER3 and TROP2, ADCs may be more successful while posing fewer dangers
to patients.

Lung cancer is known to be a highly heterogeneous tumor, with variety both within an
individual tumor as well as among patients. This means that from one patient to the next, despite
having the same type of cancer, tumors can look wildly different. One potentially significant
advantage is the variety of mechanisms of action that scientists are selecting for NSCLC ADCs.
Over time, single-target medicines can cause cancer cells to develop resistance to them, making
them ineffective. This is because as a medicine constantly targets one pathway, the cell can
develop resistance against it, thereby blocking effectiveness in future use. Conversely, it is more
difficult for the cancer cell to become resistant to all the therapeutic approaches of an ADC,
because of its broad mode of action.

The cytotoxic payload produced by ADCs for lung cancer has been shown to have
tolerable safety profiles, with reported side effects falling within the known range. This implies
that patients can manage NSCLC ADCs without experiencing the same crippling side effects that
other treatment modalities might cause. Additionally, several ADCs for NSCLC are showing
excellent clinical performance. For instance, individuals with previously treated metastatic
(cancer that has spread to other regions of the body from the original site) NSCLC have
demonstrated lasting responses to Trodelvy, while patients with advanced NSCLC have
demonstrated similar findings to Enhertu (HER3-DXd) and AMG 757. Finally, integrating ADC
treatment with other modalities would benefit from additional mechanisms of action,
demonstrating the usefulness of multimodality treatment regimens.

Limits of Antibody-Drug Conjugates for NSCLC
Even though there are many positive trends associated with NSCLC treatment via ADCs,

many challenges simultaneously coexist. For example, limited antigen targets pose a huge
problem for developing more ADCs. Identifying specific receptors, glycoproteins, or other
markers that are highly expressive on tumors, but normal or minimally expressed on normal
tissue, can be difficult. Furthermore, finding and validating target antigens is a challenging
process that calls for extensive screening and rigorous validation. It includes the investigation of
antigen expression in various cancerous and healthy tissues, together with the protective and
functional immunological data associated with each antigen that can be retrieved for medicinal
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intentions. The data that suggests that antigen expression can alter over time in response to
therapy does not help with the difficulty of finding possible targets. Clinical management of
patients becomes much more challenging due to the dynamic nature of antigen expression. Even
though ADCs have comparatively fewer adverse effects than a treatment like chemotherapy,
NSCLC ADCs still show off-target toxicity. When an ADC binds to antigens on healthy tissue, it
may internalize the medication and cause off-target toxicity by inducing cell death in important
organs or body components.

Ethical Considerations
Ethical considerations are important in a variety of, if not all, industries, but especially

when it comes to developing treatments for patients of diseases such as cancer. The safety of
such therapies is a major part of ethics. Guidelines for testing ensure that therapeutics are
rigorously experimented on and researched before they can be sold to consumers. This process is
essential in maintaining patient health as it limits the amount of products that are inadequate or
potentially dangerous for use. Conventionally, health and safety are the main ideas that come to
mind when considering ethics. However, there are many ethical factors that must be explored
and discussed.

One of those facets is cost and affordability. Patients often seek better treatment options
for their cancer. Unfortunately, their search for the best treatment can be swiftly stunted, simply
by the cost of certain therapeutics. Casgevy, for example, a therapeutic from Vertex
Pharmaceuticals and CRISPR Therapeutics, is the first medicine to be approved in the US that
uses the gene-editing tool CRISPR. Casgevy has the ability to help adults and adolescents
suffering from sickle cell disease. Quite strikingly however, the price of Casgevy reaches
anywhere from 2-3 million dollars(“FDA Approves First Gene-Editing Treatment for Human
Illness”), a range which is completely out of reach for low to middle class patients. Affordability
closely ties in accessibility to treatment. High costs create detrimental barriers to life-saving
therapeutics, especially to those without proper insurance cover or overall wealth. Ensuring
equity and equal access to cancer therapy can help alleviate the stress inducing and unhealthy
financial burden that would usually be placed upon them.

Because of tumor heterogeneity, customized medicine is an additional aspect that must be
considered. By customizing ADCs according to patient-specific parameters, patients can be
guaranteed to get optimal treatments that maximize tumor-shrinking efficacy. Sadly, personalized
medicine can often reach high costs, due to the greater effort required to test and determine
specific needs. Importantly, however, all patients deserve the best outcome for their health
despite financial status. This disparity in treatment access can be even more prevalent in
developing countries that don’t have the same support system as richer or more structured
nations do. Ethical frameworks need to discuss the global access of not only cancer therapy, but
all healthcare options around the world. Treatments that are not available in a multitude of
regions can also pose a challenge for individuals seeking help. Without wider access to these
treatment options, patients may be forced to travel outside their residence. If far enough, the cost
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of travel could yet again be another burdening factor that dissuades or prevents people from
getting the cancer therapy they require. Gender disparity for clinical trials is another issue that
must be addressed. The research population in phase III clinical trials leading to the approval of
new cancer medicines should, ideally, be more representative of the population that would
eventually receive them. Women tend to have a 1.5-1.7-fold greater risk of developing an
adverse reaction to a drug(Zopf et al.), which means that the dangers posed to them are
significantly increased. Women, or anybody else who is at a higher risk of complications, should
not be subjected to an increased risk of damage from a drug that is attempting to treat them. It
has the potential to significantly degrade quality of life and produce further challenges to
overcome. Although the number of women participating in clinical trials has increased over the
last few decades, they remain underrepresented in preclinical research, early phase clinical trials,
and even certain later phase cancer clinical trials. In the United States, this is especially true for
women from minority groups and the elderly(Lee and Wen).

A large subset of ethical consideration also lies in the experimentation of animals. When
in vitro options like phage display exist, many find it questionable to utilize the bodies of
animals who cannot consent to research. As mentioned, antibody testing, which uses
immunization, can cause suffering for an animal. It is important to discuss the necessity of
animal testing for cancer therapy. Can scientific goals be achieved without the use of animals? If
they can be achieved, what is the need for subjecting animals to unnecessary harm? Oftentimes,
policies for the care of animals in research aren’t properly shared to the public. The Institutional
Animal Care and Use Committee (IACUC) is an oversight body that regulates and ensures that
policies for the welfare of animals in testing are conserved and maintained. When presented with
the full details of how animal testing occurs and the strict rules that come with it, the public can
make much more educated decisions on the use of animal experimentation. Thus, researchers
should communicate openly about the use of animal testing and their efforts to minimize harm,
while also ensuring the best possible benefits for human health and survival.

Considerations for ADC Development: Antibody Discovery
Many considerations exist when selecting an ideal target antigen. As previously

discussed, antigen(s) exclusively or predominantly expressed on tumor cells but not on healthy
tissue is an important aim. . There are two main classifications of target antigens. The first is
tumor-specific antigens, which are only expressed on malignant tissue. When therapies target
tumor-specific antigens, there is a diminished likelihood of unwanted toxicity and on
non-cancerous parts of the body. Unfortunately, identifying target antigens in this category can
be difficult, as there is a much smaller pool of potential proteins.. Another important
consideration is the aforementioned the high heterogeneity of tumors between patients, adding
an additional layer to identifying tumor-specific target antigens. The second type are
tumor-associated antigens, which are antigens that are highly expressed on tumor cells but may
also be lowly expressed in healthy tissue. Tumor-associated antigens also invite the possibility of
on-target off-cell toxicity, since ADCs may still attach onto healthy tissue, resulting in apoptosis.
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Off-target impacts are a concern because damaging healthy tissue can create many health
concerns and even cause failure in the organs and other parts of the body in extreme cases.

However, identifying antigens is just one step in creating potential ADC treatments.
Target antigens are combined with an antibody that can specifically attach to that particular
antigen, making the antibody-discovery component a crucial subject. One well-known method of
antibody discovery involves phage display. Bacteriophages are viruses that infect bacteria and
archaea. Interestingly, bacteriophages represent the majority of all organisms on Earth, with their

estimated population size being about . Unlike the more commonly known type of phage,1031

with an icosahedral capsid (3-dimensional figure made up of equilateral triangles, where the
DNA is encased), filamentous phages are composed of major coat proteins which surround the
genetic material, forming a thin noodle-like form. These characteristics allow scientists to easily
manipulate certain aspects of the phage. By manipulating a sequence of genetic instructions that
code for a coat protein, scientists can express a protein on the outer layer of the filamentous
bacteriophage. This ability will later show importance in a key process called phage display.
Phage display is one way that scientists can find the antibodies to target their specific target
receptor, thereby providing a way for a drug to accurately locate and affect a cell.

Figure 3. Phage display workflow. By exposing a receptor of interest to a phage library, one
phage may be able to stick on, due to affinity towards the receptor. Then, washing away all the

other phages isolates only the phages that have some affinity. From there, repeating or
toughening wash conditions for more cycles means that the phages which do stick, show strong
affinity for the receptor. After selecting a phage, scientists can then amplify the phage by letting
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it infect bacteria, and afterwards, they can find the sequence of the protein fragment that was
inputted into the phage. Created with BioRender.com.

Phage display refers to the expression of certain proteins on the surface of filamentous
phage through fusion with phage coat protein, with the genetic sequence contained therein,
connecting observable characteristics to genotype selection(Ce et al.). In-vitro methodology is
the term for this process, which takes place outside a living organism.

IgG (Immunoglobulin G) are the most common type of antibody, and are widely used in
therapeutics. They all have unique variable regions and constant regions, of which the latter is
utilized. There are variable heavy and variable light chains. The exact region where bindings
occur on the antibody is called the paratope, also known as the antigen binding site. The variable
regions of the antibody are where these binding sites are. When sequences of antibody variable
regions are inserted into the coat protein gene, the bacteriophage's exterior will express the
antigen binding site, which is relevant to the realm of antibody finding. Over time, as genes get
mixed and matched, vast “libraries” of phage/antibody combinations are created, usually with a

size between and . When paired with antibody libraries, phage display enables quick in106 1011

vitro selection of antigen-specific antibodies and retrieval of their matching coding sequence(Ce
et al.). In other words, by exposing a target antigen to a library of antibody variable-region
encoding bacteriophages, scientists are able to figure out which antibody is most fit for attaching
onto that antigen. A typical, yet heavily generalized, workflow of phage display includes 5 main
steps. The first is binding, which means finding fusions which are latched onto an immobilized
antigen of interest. From there, it is important to wash off the non-specific binders (antibody
fragments which have bound but have no specific affinity or attraction for the antigen), to ensure
that the fusions that do remain, are specific. Eluting or eluting the remaining fusions unsticks
them from their binders, and they can then be amplified by allowing them to infect bacteria,
which produces many identical copies. Finally, scientists can sequence the protein coat gene and
figure out the best antibody fit for their target antigen. This process can be repeated multiple
times until the strongest candidate is found.
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Figure 4. Animals get immunized with an antigen of choice. The animal's body begins to
produce antibodies that can locate the foreign presence of the antigen. The blood is drawn, and

the newly created antibodies can be purified out of the blood and used for other purposes.
Created with BioRender.com.

Another method of antibody generation is called animal immunization. In this
methodology, an animal is immunized with a certain antigen, with the goal of triggering the
immune system. As a result, the immune system of the animal induces an immune response, and
the body starts to produce antibodies that are catered towards the specific antigen that it was
exposed to. Eventually, these antibodies can be isolated and purified out from the animal’s blood,
and be used for other purposes. One of the main advantages to animal immunization is in vivo
affinity maturation(Laustsen et al.). During the immunization process, the body naturally selects
for antibodies with the highest affinity, or tendency to combine. Instead of going through a
washing and elution process like a phage display, this work can be done by the body of the
animal. Animals have a high variety of immune cells that make up different antibodies. These
antibodies are produced via somatic recombination, during which gene segments are shuffled and
mixed to create different versions of antibodies. Because of this variety, animals can develop
antibodies which can target a wide range of antigen shapes and structures.

Even though animal immunization is able to specify antibodies through natural processes,
there is still a lack of control in this specificity. Lack of control over specificity can lead to
unwanted variability in antibody performance and efficacy. Furthermore, animal immunization
has drawn much concern over ethical considerations, with those against it determining that the
immunization process subjects animals to pain and that they are sacrificed during preclinical
studies.(Laustsen et al.) Animal consumption is yet another concern, as large scale production of
antibodies may require substantial amounts of animals. Due to their foreign nature, animal
antibodies may also be rejected in humans, and elicit a harmful immune response. As a result,
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the shout for alternatives has greatly increased. Phage display is one of these alternatives, yet it
too, also has limitations which should be considered. One, for example, is the constraint in phage
libraries. Phage libraries are limited by the capability of the phage genome to harbor foreign
DNA sequences, since larger foreign sequences may cause instability(Jaroszewicz et al.). Thus,
they may not be able to display the true variety of antibodies that exist, which may hinder
discovery. Selection conditions are especially significant for phage display, and they include
factors such as antigen concentration, material composition, and selection stringency. If these
conditions are suboptimal, the efficiency of selected antibodies could be lowered, and therefore
more testing would be required. Not to mention, phage display needs specialized equipment,
access to libraries, and much more demanding requirements. However, despite their differences,
both phage display and animal immunization are tools of antibody discovery that allow for the
procurement of specialized antibodies that can then be utilized for therapeutic drug delivery.

Conclusions and Future Directions
Finding alternative cancer therapeutics is a necessary practice. Many factors contribute to

the shortcomings of current treatment options, and these shortcomings must be addressed by
future options. Cancer has the ability to become resistant to multiple drugs. There are a plethora
of underlying multidrug resistance mechanisms that aren’t fully understood, and this makes the
development of effective solutions very challenging.(M et al.) Unfortunately, the recycling of the
same treatments will eventually lead to a lack of effectiveness, which means the necessity for
treatments that target different pathways or mechanisms will continue to rise.

The effects on patients is another aspect of therapy that must be considered. Known as
one of the most popular forms of treatment, chemotherapy is acknowledged for its effectiveness
in fighting lymphoma. However, in the fight against other cancers, chemotherapy often does not
cure, but rather increases longevity of life. Often chemotherapy is given as a palliative measure,
not a cure. Chemotherapy is also observed to have daunting side effects, such as immediate signs
of toxicity. WHO classifications of chemotherapy side-effects start from mild (grade 1),
moderate (grade 2), severe (grade 3), or life threatening or disabling (grade 4). The skin, hair,
blood, bone marrow, kidneys, and gastrointestinal tracts are all parts of the body in which
immediate effects can be seen. All organs can also be damaged. In its 2020 report on cancer
statistics, the International Agency for Research on Cancer provided data on cancer incidence
and mortality. With an anticipated 1.8 million fatalities (18%), lung cancer continued to be the
most common cause of cancer-related mortality. Colorectal (9.4%), liver (8.3%), stomach
(7.7%), and female breast (6.9%) cancers were the next most common causes.(Sung et al.) As
shown by the figures, the results are relatively disappointing, and tell us that the current standard
of care cannot control cancer. In summary, the conventional or more widespread therapy
techniques fail to meet the challenges of tumor adaptation, specificity, and efficacy, yet often
serve as the baseline form of treatment for patients.
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Where other therapeutics lack, ADCs may offer advantageous benefits. One of these
advantages, for example, is the targeting ability of ADCs. Harmful toxicity results from death or
damage to healthy cells in the body. Treatments which aren’t specific enough to only target
cancer cells may adversely affect the necessary components of the body. Due to the specific
nature of ADCs, due to the characteristic of antibodies being able to target a specific receptor,
ADCs are designed to target only cancer cells. On-target toxicity allows for the destruction of
cancer cells, while keeping the surrounding healthy tissue or organs in healthy condition. By
having target specificity, ADCs may also be able to bypass resistance mechanisms that are
associated with exposure to other therapies. Personalized medicine is another effective option
that is offered by ADC treatment. By finding antibodies with specific affinity for patient tumors,
the overall effectiveness in targeting can be increased. By following a process of target
identification, linker/payload selection, conjugation (combining the linker with the drug), and
further testing, ADCs can be created and distributed for patient-specific use.

As mentioned, the high cost of treatments remains as one of the largest barriers to equal
access to life-saving medical care. Many factors contribute to the high cost of medicine. One is
due to research and development of therapeutics, which takes up a large amount of time and
resources, all of which contribute to costs. Additionally, not all treatments are guaranteed
success. As certain treatments fail in production, their costs are added on to later successful
therapeutics to remedy profits. The ability for companies to patent new drugs allows them to set
higher prices on these drugs, since there exists no form of competition that would force fairer
prices. When it comes to healthcare inequality, individuals who are uninsured are often the ones
who face the largest barriers in access to medicine, since they don’t have the resources to pay
like others may do. When it comes to ADCs, personalized medicine may be the best approach in
reducing cancer size and influence. However, personalized medicine is extremely expensive, as
testing for individual patients requires a multitude of screenings and labs which take up time and
money.

Ensuring that produced ADCs are representative for a diverse set of individuals also
remains a challenge. Depending on race, gender, and other factors, the effectiveness of ADCs
may largely vary. Genetic variation based on race may alter the effects and responses to certain
drugs. Thus, understanding these changes and alterations will be key for determining the best
options for all individuals affected with NSCLC. Socioeconomic status is another key factor that
must be addressed in the production of ADCs. As a novel technique, ADC therapy must be
accessible to a variety of subgroups/subpopulations. A lack of awareness may also contribute to
unequal access. Companies which produce ADC drugs must find ways to educate all populations
on the possibilities that their therapeutic may provide.

Finally, resistance mechanisms are a limitation that all cancer treatments, including
ADCs, face. Eventually, cancers may form resistance to the cytotoxic drugs linked onto
antibodies. Finding ways to overcome or disrupt resistance mechanisms will be the key
determinant of ADC treatment longevity. It’s been suggested that combination therapy may be
the best form of achieving this task. By having two different therapies target different
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mechanisms at differing periods of time, a cancer cell may continue to be susceptible to its
effects. During a cycle of one specific treatment, cells may initially show signs of deterioration,
but eventually, resistance strains may start to appear. During this resistance period, the cycle of
treatment can be switched with a therapeutic that targets a different mechanism or receptor. As
the cell builds immunity to the new threat, it loses its immunity to the previous threat. Through
this method, therapeutics may be able to be used in longevity, thus increasing the effectiveness
and chance of the cancer being eradicated.

In conclusion, ADCs are a promising candidate for cancer therapy and have enormous
potential for treatments against NSCLC and other cancers. As the search for better ADCs
continues, a variety of questions must be asked, to procure the most effective and non-harmful
ADC that can be distributed to all patients in an equitable manner. One of the industry's most
vital concerns revolves around understanding and overcoming mechanisms of resistance, not
only to ADCs, but to all therapeutic drugs. A suggested method of overcoming resistance is
combination therapy. Is the combination of multiple therapeutics in a treatment plan the most
effective way of fighting cancer, and if so, which combination will produce the best results?
Various clinical trials are now testing the efficacy of combination therapies including ADCs
being paired alongside conventional chemotherapy regimens.
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Daniel Inouye: Personal Justice Attained by Iris Lu

Daniel Inouye was 17 years old when he witnessed Japanese planes bomb Pearl Harbor.
That day would “go down in infamy” for the US– and be life-altering for Inouye. In the wake of
the attack, Inouye wanted to join the US military to fight back– but found he was ineligible to
serve: the US War Department had reclassified all Japanese Americans as “Enemy Aliens” (PBS,
The War – Daniel Inouye). This wave of suspicion and xenophobia would culminate with FDR’s
signing of Executive Order 9066, which sent over 120,000 Japanese Americans to internment
camps (HISTORY -- How Japanese Americans Fought for—and Won—Redress for WWII
Incarceration).

Inouye petitioned the government to lift the ban and allow him to fight. In need of
reinforcements, the War Department conceded, allowing Inouye to enlist in the 442nd Infantry
Regiment Combat Team of Nisei fighters. Over two years of deployment in Europe, Inouye
would be shot in the stomach and lose an arm in the service of the country that he had fought to
fight for. But despite fighting honorably, Inouye and his peers in the 442nd regiment returned
home to the same discrimination as when they left. Inouye would later recall walking into a
barbershop in San Francisco decorated with medals and being told “We don’t serve Japs.” (DKII,
Senator Daniel Inouye & Family: Watergate Changed his Life).

In 2013, a year after his passing, Daniel Inouye became the first and only senator to
receive both the Medal of Freedom and the Medal of Honor. Ostensibly, these medals were for
the courage he showed on the battlefield. But Inouye’s greatest act of courage would come when
he returned home, fighting to ensure the violation of constitutional rights suffered by Japanese
Americans during the war never happened again.

In 53 years of representing his home state of Hawaii Inouye was a consistent champion
for democratic values, from his keynote at the 1968 Democratic National Convention where he
warned against the dangers of suspicion and fear, to his seat on the Senate Select Committee
investigating Watergate, where he cautioned the importance of safeguarding the election process
and voter rights. These fights were not without a price. As the highest ranking Asian American
member of congress, he was often met with the same vitriol he endured in the 1940s. “My son…
used to enjoy answering the phone. But [now] I grab the phone, because…there are [phone calls]
that are rather hateful.

In 1978, Inouye began the most important chapter in his battle for civil rights: working
with the Japanese American Citizens League (JACL) as a leader of the Redress Movement. The
movement faced many challenges, beginning with divisions within the JACL itself. Haunted by
their own moral shortcomings during WWII, many of the elder Nisei members were content to
move on, popularizing words like shikataganai ("it can't be undone”) (Japanese American
Redress). The 3rd generation Sansei, on the other hand, recognized internment within the context
of the broader civil rights movement (NPR, The Unlikely Story Behind Japanese Americans
fight for reparations), and believed reconciliation was essential– but were split between
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demanding a federal apology and demanding both an apology and monetary compensation.
(Maki, How Japanese Americans Fought for—and Won—Redress for WWII Incarceration).

Redress also faced challenges from conservative revisionists like Lillian Baker, whose
group Americans for Historical Accuracy claimed internment camps never existed, claimed
pictures of the camps had been doctored, and argued its internees had been there voluntarily.

With a quiet courage that reflected his years of experience, Inouye realized the only way
to move forward was to manifest a common, objective truth, suggesting “a federal commission to
research and investigate the incarceration experience” (Maki, How Japanese Americans Fought
for—and Won—Redress for WWII Incarceration). On August 2, 1979, Inouye co-sponsored
Senate bill 1647 to form the Commission on Wartime Relocation and Internment of Civilians
(CWRIC).

After two years the CWRIC released its report, “Personal Justice Denied,” which
chronicled the injustices suffered by Japanese-Americans during the war. The report elicited
testimony from 750 witnesses across 10 US cities, with many sharing their stories for the first
time. The report concluded internment was not done out of "military necessity” that had been
claimed to defend Executive Order 9066, but from "race prejudice, war hysteria, and a failure of
political leadership”

Inouye’s seniority in the senate helped rally support for the commission’s
recommendations– as did his role as Chairman of the Senate Select Committee on Secret
Military Assistance to Iran and the Nicaraguan Opposition in the Summer of 1987. In his closing
statement in the Iran Contra hearings, Inouye was discussing the abuse of power within the
Reagan administration, but could just as well have been describing the dangerous logic that had
led to Japanese internment: “‘This is a dangerous world,’ [the generals] said. That, my fellow
citizens, is an excuse for autocracy, not for policy. Vigilance abroad does not require us to
abandon our ideals or the rule of law at home. On the contrary, without our principles and
without our ideals, we have little that is special or worthy to defend” (DKII, Iran-Contra
Hearings Closing Statement). Just one month after Inouye cautioned of the dangers of autocracy
in the Iran Contra hearings, a bill to enact the CWRIC’s recommendations--named HR 442 in
honor of the Nisei regiment in which Inouye served--came to the floor of Congress.

On August 10, 1988, President Reagan signed the Civil Liberties Act into law, granting a
presidential apology and redress payments of $20,000 to every living Japanese American who
had been affected by Executive Order 9066. (HISTORY, How Japanese Americans Fought
for—and Won—Redress for WWII Incarceration). For Inouye, the bill was the culmination of
almost 50 years fighting for democratic values both on and off the battlefield, righting not only
the wrongs perpetrated against Japanese Americans, but serving as a reminder to protect the
constitutional rights of all Americans. Today, against a rising tide of antidemocratic forces, the
courage of leaders like Daniel Inouye must inspire us to fight abuses of power in the face of
hysteria and fear, and make sure that democracy, universal suffrage, and equity remain a reality
for all Americans.
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How the Association of Soil Quality with Economic Stratification Affects Sustainable
Landscaping By Romir Jain

Abstract

Central Texas’s local freshwater reservoirs
have a capacity of 35%, making freshwater more
valuable. The strain on our local freshwater
resources will increase with more extreme
droughts, rising temperatures, and urban growth.
30% of domestic water use by the average
American household goes into lawn
maintenance. Still, a large portion of that water
is wasted due to inefficient irrigation systems,
high water-demanding plant species, and the
unawareness of its detrimental effects. An
excellent way to mitigate the strain on the local
water supply and adapt to our rapidly changing
climate is to embrace sustainable practices in
landscaping, such as xeriscaping, and fostering
the use of native plants. Native plants are
drought-resistant, requiring less mowing and
watering, and they are best suited for the
environment where they originate. This research
initiative seeks to gauge the willingness of
citizens to adopt financial incentive policies for
sustainable landscaping, such as native plant
rebates, as well as determine native plant
productivity in the different districts of Austin,
Texas. The investigation will encompass an
assessment of the public's awareness of existing
incentive programs, an exploration of potential
supplementary incentives, and a comparative
analysis of incentives offered by other cities. We
will conduct soil tests(PH, Nitrate, Water
Retention, and Porosity) to determine soil
quality. We will use the remaining soil to plant
Texas native wildflower seeds and monitor their
growth. We hope to understand the variability of
soil quality and how blocking by district can
illuminate the differences in socioeconomic
status.

Introduction

Central Texas, specifically the Austin
Metropolitan Area, is one of the fastest-growing

regions in America in terms of population—the
Austin Area projects to have more than 4 million
people by 2060. With hundreds of thousands of
people coming in(Austin Open Data Portal,
2024), we must accommodate and ensure every
resident can access plentiful freshwater.
However, our local freshwater resource, Lake
Travis, has recently dropped to 40%
capacity(Water Data For Texas, 2024). This
poses a risk to our freshwater security amidst
record-breaking drought levels. As our reservoirs
are depleted, the aggregate freshwater
consumption behavior remains unchanged, with
landscaping(Texas Water Developement Board,
2024) being the leading use for water
consumption. 80%-90% of the water outdoors is
dedicated to maintaining lawns, gardens, and
plants (EPA, 2023). Mitigation is the first step to
combat the increasing risk of water scarcity in
Central Texas. Native Plants are
drought-resistant(Rushing,2020) and, therefore,
can be a simple solution to many homeowners’
lawns. Native plants are adapted to the local
climate, soil, and ecosystem. This adaptation
makes them an eco-friendly and practical option
for homeowners looking to reduce their water
usage and maintenance costs (Shelef,2017). By
replacing non-native turf grass with indigenous
plants, homeowners can create a haven for
diverse plants. Native plants are the best at
providing food and shelter to other native
species, and by promoting biodiversity(Bick,,
the ecosystem becomes more sustainable.
Maintaining a traditional lawn can be
time-consuming, labor-intensive, and expensive.
Constant mowing, watering, and fertilizing
require a lot of effort and resources. In contrast,
native plant landscapes are typically low
maintenance. Once established, native plants
require minimal attention and water(Bick, 2017).
They are self-sufficient and able to withstand
droughts and temperature fluctuations (Lawns
Go Wild, 2023). This results in significant
savings in time, water, and money. Even with



these benefits, however, homeowners view the
change in their lawn as an inconvenience.
Precisely because of the financial and time
requirements. Why would someone want to pay
money and spend time and effort making an
aesthetically marginal change to native grass?
This is why the Austin, Texas Government has
offered financial incentives for landscaping in
hopes of shifting city-wide sentiment. The most
famous, the Waterwise Landscape Rebate
Program, offers up to $3,000 to homeowners for
converting turf grass into native grass
(austin.texas.gov, 2023).

The Landscape Survival Tools rebate
provides up to $120 on mulch, compost, and
core aeration. Austin Water’s WaterWise
Rainscape Rebate helps residents and schools
install landscape features (berms, terraces,
swales, rain gardens, porous pavement, etc.) to
keep rainwater on the property up to $1500
(austin.texas.gov, 2023). Despite the easy
accessibility of the financial cash-back system,
there seems to be low awareness of the rebates.
Also, there disproportionately appear to be more
households utilizing the rebate from the
wealthier districts of Austin(6, 8 and 10 out of
10 total districts)(City of Austin Data
Portal,2024). This imbalance suggests a need for
targeted outreach and education to ensure that all
communities, regardless of socioeconomic
status, can benefit from these incentives. The
goal of this program is not to provide tax
write-offs to the wealthy but to encourage a
sustainable future. By providing awareness to
other districts of Austin for the landscaping
incentives, we can see an aggregate shift in lawn
maintenance.

Blocking by District - Economic Stratification

In this study, we examine how the growth
and productivity of native plants might vary
across different districts in Austin, Texas,
considering the possible relationship between
soil quality and socioeconomic status. This

approach, "Blocking by District," helps us
understand why native plants might thrive in
some areas more than others. The basis for our
investigation is that soil quality, essential for
plant growth, can differ significantly between
districts(Shukla, 2006). These differences are
often linked to the variance in median household
incomes for homeowners in these
districts(Herrick, 2000). For instance, wealthier
areas(District 6) might have better resources and
more access to services that improve and
maintain soil, which can enhance plant growth.
They tend to water their lawns more, have access
to third-party lawn care, and have more
determination to set sight of a green, clean-cut
lawn.

In contrast, less affluent districts may
struggle with poorer soil quality due to limited
access to lawn care resources, making it harder
for plants to grow. This study also looks at the
differences in soil quality between different
socioeconomic regions of Austin to see their
ability to facilitate the growth of native plants
and embrace sustainable landscaping. This will
help determine the feasibility of restructuring
current financial incentives to suit all citizens of
Austin better. It's likely that residents in
wealthier districts are not only more aware of
these incentives but may also be more likely to
use them(Williams, 2022). This could lead to
unequal adoption of sustainable landscaping
practices across different areas, overruling the
purpose of these rebates (Rennen 2013), which is
to provide equitable incentives to contribute to
the city's sustainability on aggregate and not just
see fluctuations in the utilization of potential tax
breaks from the affluent. By analyzing these
factors, we aim to identify patterns and suggest
ways to improve the effectiveness of policies
promoting native plants and sustainable
landscaping. This will help make Austin’s urban
planning more sustainable and equitable,
supporting better water conservation and
environmental resilience citywide. This approach
addresses the scientific aspects of plant growth
and integrates the social dimensions, which are
crucial for successfully implementing urban



ecological policies.

Soil by District - Soil Quality

Given the disproportionate adoption of native
plant and waterwise landscaping incentive
policies within each district of Austin,
Texas(austin.texas.gov, 2023), it is vital to
understand the genuine effectiveness of the
policy. By understanding the variability of soil
quality, we will compare all results. There are
many indicators of soil quality, but in this
situation, understanding nitrate, phosphate, PH,
and soil composition can reflect each soil
sample’s ability to facilitate the growth of Texan
seeds of native wildflowers(Shukla,2006).
Understanding nitrate and phosphate levels, pH
balance, and soil composition is crucial, as these
elements are vital indicators of soil fertility and
overall health. This analysis will provide a
detailed landscape of soil health across Austin,
highlighting specific districts where soil
conditions may not be conducive to the growth
of native species without significant
amelioration. Furthermore, suppose soils in less
affluent districts are found to be particularly
poor. In that case, incentives might include not
only rebates for planting native species but also
support for soil improvement measures such as
the addition of organic matter or pH
adjusters(Herrick, 2000).

` This holistic approach will allow us to
assess and enhance the effectiveness of our urban
environmental policies, ensuring they are
equitable and based on each district's specific
environmental and socioeconomic contexts.
Through this study, we aim to foster a more
inclusive and effective strategy in promoting
sustainable landscaping practices across Austin,
turning ecological insights into actionable,
impactful urban policy.

Soil Sampling Methodology

For this research, ten soil samples were

needed from each district of Austin, Texas. These
soil samples were sampled from Austin
Government-regulated municipal and
metropolitan parks on the same day. The goal was
to limit the variability between soil samples and
ensure confounding factors do not affect soil
quality results. Following the guidance of Matt
Fryer, soil instructor for the University of
Arkansas System Division of
Agriculture(Fryer,2019), we adopted a soil
sampling procedure tailored to the needs of our
study. After locating specific parks in each Austin
District, we recognized that each area might
exhibit distinct soil properties due to varying
levels of urbanization, socioeconomic factors, and
historical land use.

Districts of Austin, Texas; austintexas.gov

This stratification-classification into
different groups is similar to separating a
landscape into different sections for sampling, as
suggested by Fryer, where each section might
have differing soil characteristics due to the type
of vegetation or the visual performance of the
plants(Fryer,2019). Our sampling methodology
used a clean soil probe, ideal for obtaining a
uniform soil core at the recommended depth. This
tool allows us to collect consistent samples across
all districts without over-representing surface soil
nutrients, which can skew results(Fryer,2019).



Inaccuracies in sample depth can lead to
overestimations of soil fertility. We removed any
surface organic matter, like mulch or rocks, before
inserting the soil probe into the ground. We
collected multiple cores in each park using a
zig-zag pattern across the park landscape to
ensure that the samples represented the entire
area. We sampled multiple areas in the park to
ensure each soil sample represented the park.

District Park

1 Rosewood Neighborhood Park

2 Dove Springs District Park

3 Roy G. Guerrero Colorado
River Metro Park

4 Quail Creek Neighborhood
Park

5 Longview Neighborhood Park

6 Dominion at Great Hills Park

7 Walnut Creek Metro Park

8 Zilker Metropolitan Park

9 Butler Shores at Town Lake

10 Oak View Neighborhood Park

Table 1: List of Soil - Sampled Parks

Furthermore, we avoided areas of the park

that seemed to contain high human involvement,
as the results could skew nitrate, phosphate, and
PH content due to fertilizer application by park
maintainers(Thomas,1996). This is crucial as soil
nutrients vary significantly even within a small
area( Herrick, 2000). After collecting all soil
cores, we mixed them thoroughly in a clean
plastic bucket, removed any lingering rocks or
organic debris, and then filled labeled zip-top
bags with one pint of soil from each sample area.
Labeling was done at the start to ensure each
sample could be accurately traced back to its
specific district and sampling location. These
samples were then submitted for analysis, where
they were tested for pH levels, nitrate and
phosphate content, and overall soil composition.

3. Soil pH Levels
The success of native plants in urban

environments heavily depends on the congruence
between the soil pH and the pH requirements of
the plants(Thomas,1996), which are often finely
tuned to their native habitats. By identifying
districts where the soil pH deviates from the ideal
range for native plants, targeted amendments can
be implemented. These adjustments are crucial for
these plants' survival and ensuring sustainable
landscaping policies are effective and equitable
across the city.

4. Soil Composition Analysis
The composition of the soil, particularly

the balance of sand, silt, and clay, plays a pivotal
role in determining its texture, affecting water
drainage, nutrient retention, and root
development( Blake, 1989). Loam soils, which
represent an ideal balance of these three
components, are well-suited for growing a wide
range of Texas wildflowers and native plants due
to their excellent drainage and nutrient-holding
capabilities (Bogunovic, 2014). This study will
delve deeper into the soil composition of each
district within Austin to identify the predominant
soil types—be it sandy loam, silty loam, or clay
loam—and their distribution. Understanding the
soil texture will allow for targeted soil



management strategies to convert less-than-ideal
soil conditions into fertile loam or loam-like
textures.

5. Nitrate Content Evaluation
Nitrates, as indicators of soil fertility,

profoundly impact plant health and growth.
Adequate nitrate levels are essential for plant
development, affecting everything from leaf
growth to flower production(Shukla, 2006). We
will assess nitrate levels across various districts in
Austin to determine if the soils have naturally
adequate fertility or if they require external inputs.

6. Phosphate Content Assessment
Phosphates are crucial for the energy

processes
of plants, including photosynthesis and energy
storage(Shukla, 2006). Areas with phosphate
deficiencies might be experiencing suboptimal
plant health, which could reduce the effectiveness
of the adoption of native plant initiatives.
Addressing these deficiencies through targeted
interventions, such as applying appropriate
fertilizers or organic amendments, could
significantly enhance plant vitality and ecosystem
health.

Household Incomes By District (Low to High)

District Median
Household
Income ($)

District 3 (East Austin) $58,489

District 4 (North Austin) $60,756

District 1 (Northeast
Austin)

$62,788

District 2 (Southeast
Austin)

$78,554

District 9 (Central
Austin)

$91,264

District 5 (South Central
Austin)

$93,872

District 7 (North Central
Austin)

$103,981

District 6 (Northwest
Austin)

$111,334

District 8 (Southwest
Austin)

$126,375

District 10 (West Austin) $135,568

Table 2: City of Austin Open Data Portal and
Austin Census Reporter

Given the high-income disparities in the
city(Table 2,2024) of Austin, our soil tests will
provide us with an understanding of their ability
to facilitate the growth of native plants. Table 2
dramatically illustrates the economic diversity
across the city. Income levels profoundly
influence access to resources, including
high-quality soil management services, which
can lead to significant differences in the
conditions and potential for sustainable
landscaping across various districts (Acquaye,
2011). Affluent areas often enjoy superior
landscaping services, regular soil amendments,
and chemicals for fertile soil and diverse plant
life. In contrast, lower-income districts may
suffer from poorer soil quality due to limited
access to such enhancements, pursuing
compacted, nutrient-depleted soils that are less
supportive of native plant growth (Acquaye,
2011). This disparity affects the physical
landscape and the feasibility of adopting
sustainable practices such as native landscaping,
which is crucial for urban biodiversity and
ecological resilience. Given this context,
equitable utilization of native plant rebates and
incentives becomes vital. Wealthier districts
typically exhibit higher participation rates in
rebate programs due to better initial conditions



and greater awareness, making the transition to
native landscaping feasible and attractive in the
hopes of tax breaks and household value
appreciation(City of Austin Data Portal, 2024).
For lower-income districts, barriers such as poor
soil conditions and the associated costs of
necessary soil improvements can make
participation in such programs less accessible.
To address these disparities, the city must
implement targeted educational outreach and
enhanced rebate programs that specifically
support soil improvement in economically
disadvantaged areas. This strategy ensures that
all residents, regardless of economic status, can
improve their soil quality and participate in
sustainable landscaping initiatives. This is not
only an environmental imperative but also a
financial strategy; native plants, once
established, require less water, fertilizer, and
maintenance, translating into substantial savings
for households (Herrick,2000), especially those
in lower-income brackets. Furthermore, income
levels can also influence the maintenance and
soil quality in parks and community spaces,
where higher-income areas may see more
investment in park upkeep (Acquaye, 2011). This
includes regular soil testing and applying soil
amendments, ensuring these public spaces
remain vibrant and welcoming. Parks in
lower-income areas, by contrast, might not
receive the same level of care, resulting in
degraded soil conditions that limit the growth of
native vegetation and reduce the overall usability
of these spaces.

Soil Tests

We employed the Akasha Soil Test Kit to
conduct comprehensive soil analyses. This kit is
particularly suited for our needs because it
provides detailed and reliable results for various
soil health indicators, including pH, nitrate, and
phosphate. Each test came with capsules,
instructions, coloring sheets, and ten tablets per
test(phosphate, PH, and Nitrate).

To understand soil composition, we used
Alum (potassium aluminum sulfate), a food
preservative, among other applications. But,
alum can also play a role in clarifying the
process of sedimentation in soil analysis. Alum
can split the soil into three components: silt,
sand, and clay, allowing us to measure each
concentration with true magnitudes.



Procedure for Nitrate Content

We utilized a structured procedure with
the nitrate test kit to ensure accuracy and
consistency in our measurements. We begin by
collecting the nitrate test kit from its storage in a
Ziplock bag, which helps keep the kit organized
and clean. The samples are prepared through a
process of drying, grinding, and sieving to
ensure they have a consistent and fine texture
necessary for effective testing. The soil is then
mixed with distilled water at a 1:5 soil to water
ratio. The testing process starts by using a pipette
to transfer the soil water into the capped test
tube. A Nitrate tablet is then added to the tube,
which is capped and shaken vigorously until the
tablet completely dissolves, thoroughly mixing
the reagent with the solution. After shaking, the
solution is allowed to sit undisturbed for 10
minutes, a necessary step for the color
development that is critical for nitrate
quantification. Once the reaction time has
elapsed, the resulting color of the solution is
compared to a nitrate color chart provided in the
kit. This comparison determines the

concentration of nitrates present in the soil. The
measured value is then recorded accurately on a
data table.

Procedure for Phosphate Content

Here's how we carried out the phosphate
testing process using the provided test kit: We
take a soil sample from the designated areas
within each district, ensuring it accurately
represents the local soil conditions. We add
distilled water at a 1:5 ratio of soil to water to
prepare the sample for testing. This preparation
step is critical as it allows the soil particles to
interact with the water, releasing any
phosphates into the solution. After adding
water, we stir the mixture for about 30 seconds
to ensure thorough mixing. This step is crucial
for suspending the soil particles and ensuring
the phosphates dissolve into the water. Once
mixed, the solution must settle, which can take
up to 10 minutes, especially for soils with a
higher clay content. This settling phase is
necessary to allow the larger particles to sink,
leaving a clearer solution above that is better
suited for testing. Next, we proceed to fill the
test tubes provided in the kit. Using the pipette
included in the kit, we carefully draw the clear
supernatant from above the settled soil and fill
each of the three test tubes up to the fourth line
marked on their sides. Using only clear liquid
is important to avoid any sediment that might
skew the results.

Once the test tubes are filled, we open
each phosphate test capsule provided with the
kit and carefully pour its contents into a test
tube. After adding the capsules, we replace the
caps on the test tubes and shake them
vigorously. This action ensures the contents of
the capsules fully dissolve and react with the
water sample, a necessary step for developing
the color indicative of phosphate presence.



Procedure for PH Test

We begin the testing process by
collecting a representative soil sample from
each designated area within the various
districts, ensuring that the samples accurately
reflect the local soil conditions. We scooped
enough soil from each sample to fill up the first
line of the test tube provided in the pH testing
kit. This amount is critical as it ensures
consistency in the volume of soil tested across
all samples, which is essential for accurate pH
measurement. We carefully open a pH testing
capsule once the soil is in the test tube. These
capsules contain a specially formulated reagent
that reacts with the soil to indicate pH levels.

We add one capsule's contents to the test
tube containing the soil. After adding the
capsule, we fill the test tube with water up to
the fourth line. This specific volume of water is
necessary to properly dissolve the capsule's
contents and interact with the soil. Following
the shaking, we allow the test tube to sit
undisturbed for approximately 30 minutes. This
resting period lets the color fully develop,
which is essential for accurately assessing the
soil's pH. The color that develops during this
time indicates the soil's acidity or alkalinity.
Once the color has developed, we compare the

color of the solution in the test tube to the color
chart included in the pH test kit. The Aksha
testing kits provide a numerical estimate of the
PH, which can be considered a data point. This
chart provides a range of colors corresponding
to different pH levels, allowing us to determine
the exact pH of the soil sample. We can
accurately assess the soil's pH level by
matching the color in the test tube to the closest
color on the chart.

Any pH between 6.5 and 7 shows a
healthy soil that can facilitate the growth of
native Texas Wildflower seeds, including, but
not limited to, Bluebonnets, pink ladies, Indian
blankets and paintbrushes, and sunflowers.
However, we will notice that some soils are
different in acidity.

Soil acidity, shown by pH levels, varies
for several reasons. Soils might be naturally
acidic in places with lots of rain because the
water washes away essential minerals like
calcium and replaces them with acidic
components like hydrogen. This is common in
older, well-weathered soils found in humid
areas. Human actions can also make soil more
acidic, especially when using too much nitrogen
fertilizer, which adds more acidic elements to
the soil. On the other hand, soils in dry areas
tend to be less acidic because there isn’t enough
rain to wash away the minerals that prevent
acidity. Also, using a lot of lime to decrease soil
acidity or overusing fertilizers rich in
phosphorus can make the soil less acidic by
increasing the pH. Knowing why soil pH levels
change is important for growing plants well
because the acidity or alkalinity of the soil
affects how plants get nutrients, the health of
soil microbes, and the overall condition of the
soil (Thomas, 1996).



The results from this pH testing are carefully
recorded and analyzed along with other soil
characteristics. Understanding the pH levels
across the different districts helps us evaluate
the suitability of each area's soil for supporting
native plants. Suppose the pH is found to be too
acidic or alkaline for native plant species. In
that case, we can recommend appropriate soil
amendments to correct the pH, thereby
enhancing plant health and promoting more
sustainable landscaping practices.

Procedure for Soil Composition Test

The procedure for analyzing soil
composition is important for understanding the
interaction between soil texture and plant
growth. To assess the proportions of sand, silt,
and clay in soil samples, we collect three
spoonfuls of soil using a plastic spoon, which
are then added to a plastic snap-seal vial.

The vial is gently tapped on a table or
countertop to pack the soil and eliminate air
spaces, ensuring consistency in the sample
volume. Next, a quarter spoonful of Alum is
added. This substance acts as a flocculant,
helping soil particles settle more quickly, which
is crucial for accurate layer measurement.
However, not exceeding this amount is
necessary to avoid skewing results. Following
this, 40 mL of distilled water is carefully added
to the vial, which is then sealed tightly to
prevent leaks and shaken vigorously for two
minutes to ensure thorough mixing. This step is
essential for evenly dispersing the Alum and
soil throughout the water, allowing for clear
stratification of the soil layers once settling
occurs. The vial is then placed on the lab table
in a stable, undisturbed location. After one
minute, the height of the sand layer settled at
the bottom is measured and recorded. At the
15-minute mark, the height of the combined
sand and silt layers is measured, with the
previously recorded sand height subtracted to
determine the silt layer alone. After 30 minutes,
the total height of the column of clay, sand, and
silt layers is recorded. The clay layer is
determined by subtracting the heights of the
sand and silt layers. These heights are then
divided by the total height and multiplied by
100 to calculate the percentage of each soil
component. Finally, these percentages are used
with a soil triangle to determine the specific soil
type, which is recorded on the datasheet. This
detailed process provides insights into the soil's
textural class. It informs us about its suitability
for various types of plant growth, guiding



sustainable landscaping practices across
Austin's diverse urban landscape.

Findings for Nitrate Test

The findings from the nitrate tests
across Austin's districts show that there's no
clear link between income levels and nitrate
content in the soil. Despite varying income
levels from $58,489 to $135,568, the nitrate
levels ranged from very low to high without a
consistent pattern related to the economic status

of the areas. This lack of a direct relationship
might be surprising, but several factors can
explain it. First, the widespread availability of
nitrate-based fertilizers makes it easy for
residents or caretakers in any district to
enhance their soil nitrate levels, regardless of
their income. These fertilizers are relatively
inexpensive and widely accessible, allowing
even lower-income households or community
gardens to boost soil fertility
effectively(Byrnes, 1990).

Additionally, other local practices and
environmental factors could play a role. For
instance, urban gardening projects, local parks
management, or previous land use can
significantly influence soil nitrate
levels(Byrnes, 1990). Areas with active
community gardening initiatives might have
higher nitrate levels due to regular fertilization
practices. In comparison, areas without such
engagement might show lower levels,
independent of the economic status of the
residents. Moreover, the mobility of nitrates in
the soil means they can be easily washed away
by rain or irrigation, leading to fluctuating
levels over time(Sebilo, 2013). This variability
makes it difficult to establish a steady,
predictable pattern of nitrate distribution based
solely on income.



Findings for Phosphate Test

The data from various districts in Austin
indicates a positive trend, where higher-income
areas generally exhibit higher phosphate levels
in the soil. This correlation can likely be
attributed to several interrelated factors. First,
residents in wealthier neighborhoods typically
have better access to gardening resources,
including high-quality fertilizers that contain
phosphates along with nitrate (Shuman, 2003).
These residents often invest more in their
property's landscaping, regularly incorporating
phosphate-rich fertilizers to enhance both the
aesthetic and health of their gardens, which
naturally leads to higher soil phosphate levels.
Well-maintained public parks and green spaces
often characterize higher-income districts.
These areas receive regular maintenance,
including systematic applications of fertilizers,
to keep the vegetation healthy and visually
appealing. Such consistent care contributes to
the accumulation of phosphate in the soil.

Effective water management practices
common in well affluent neighborhoods can
enhance how well phosphates are absorbed and
retained in the soil. Proper irrigation not only
supports plant growth but also optimizes soil
moisture, which can improve phosphate uptake
(Shuman, 2003). These factors suggest that
economic status can significantly influence the
ability and likelihood of enhancing and
maintaining soil fertility through phosphate
use. This highlights the need to consider
socioeconomic variables in urban agricultural
and greening initiatives to ensure equitable
access to resources that promote soil health and
plant vitality.

Median
Income

Phosphate
Level (
ppm) Phosphate level

$58,489 19 medium

$60,756 10 low

$62,788 8 low

$78,554 28 medium

$91,264 30 high

$93,872 22 medium

$103,981 30 high

$111,334 29 medium

$126,375 38 high

$135,568 33 high

Table 3: Phosphate Results



Discrepancies with Reasonings in Phosphate
and Nitrate Tests - Why?

The discrepancies between the nitrate
and phosphate test results across different
income levels in Austin could be attributed to
various environmental and human factors that
differently affect the distribution and retention
of these nutrients in the soil. While phosphate
levels showed a clear trend of increasing with
income, nitrate levels did not follow a similar
pattern, suggesting that different mechanisms
influence their presence in the soil. Phosphates,
due to their less mobile nature in soil, tend to
accumulate over time in places where regular
fertilization occurs, such as in higher-income
neighborhoods where landscaping practices are
more intensive (Sebilo, 2013). This results in a
buildup of phosphates in the soil, which the test
results reflected. On the other hand, nitrates are
highly mobile and can easily leach away with
rain or irrigation water. This makes their
presence in the soil more variable and less
dependent on long-term accumulation, which
might explain the lack of a consistent
income-related trend in nitrate levels.
Additionally, the application of nitrogen
fertilizers can vary seasonally and be more
responsive to immediate gardening and
agricultural needs than phosphate fertilizers,
which are often applied less frequently.

Furthermore, different soil management
practices, such as the type and frequency of
fertilization and local environmental conditions
like drainage and precipitation patterns, can
influence the accumulation and depletion of
nitrates and phosphates differently.

PH Test Results

The pH test results across different income
levels in Austin show a subtle upward trend,
where higher-income districts generally exhibit
slightly higher soil pH values. This data suggests
that soil alkalinity might increase with income,
although the variations are relatively minor.
Several factors can explain this trend. First, using
garden lime or alkaline fertilizers, common
practices to manage lawn and garden health, can
increase soil pH(Thomas, 1996). Higher-income
households often invest more in landscaping
services and may use these products more
frequently or in higher quantities to enhance the
appearance and health of their gardens.

Moreover, construction materials and
urban debris, which can affect soil pH, might also
contribute to these differences( Herrick, 2000). In
wealthier areas, newer construction materials that



leach lime could influence the soil pH, making it
slightly more alkaline. Despite these slight
differences, the pH levels across all districts
generally fall within a narrow range, suggesting
that while economic factors can influence soil
conditions, the effects on pH are not as
pronounced as they might be with nutrients like
nitrates and phosphates. This underscores the
complexity of soil chemistry and the variety of
factors that can influence pH levels in urban
environments.

Median Household
Income PH

$58,489 5

$60,756 5

$62,788 5

$78,554 6

$91,264 6.5

$93,872 6.5

$103,981 7

$111,334 6.5

$126,375 6.5

$135,568 7

Table 4: PH Results

Soil Composition Test Results

Median
Household Income

Soil Composition

$62,788 Silt loam

$78,554 Loamy sand

$58,489 Loamy sand

$60,756 Sandy loam

$93,872 Sandy clay loam

$111,334 Silt loam

$103,981 Clay loam

$126,375 loam

$91,264 Silt loam

$135,568 loam

Table 5: Soil Compistion Results

The relationship between the average
income of households and the type of soil
found in different areas of Austin shows that
soil varies a lot, regardless of how much money
people make. For example, areas where
households earn around $58,489 and $78,554
have "loamy sand," which drains water well but
doesn’t hold nutrients as tightly, meaning it
might need more water and fertilizer to keep



plants healthy. As incomes slightly increase,
like in areas earning $62,788 and $91,264, the
soil type is mostly "silt loam." This soil is great
for growing plants because it holds onto water
and nutrients well without being too sticky or
dense, making it a preferred choice for gardens
and parks (Black, 1989).

In wealthier areas, where incomes are
$103,981, $126,375, and $135,568, you find
"loam" and "clay loam" soils. These are often
seen as the best types of soil. "Loam" balances
sand, silt, and clay, making it ideal for most
Plants because it holds nutrients and water well
but still drains nicely. "Clay loam" has more
clay, so it’s even better at holding nutrients and
moisture, but it can be heavier and harder to
work with. The district with an income of
$93,872 has "sandy clay loam," which is a mix
but leans more towards having sand. This soil
type is a middle ground, offering decent
drainage and nutrient hold. While wealthier
areas tend to have soil types considered better
for gardening and farming, the variety of soils
across different income levels shows that many
factors influence soil type, not just how affluent
an area is.

Conclusion

The conclusion drawn from the research
on the association between socioeconomic
status and soil quality in Austin, Texas,
highlights significant disparities that reflect
broader societal inequities. The results from the
soil tests reveal that lower-income areas tend to
have poorer soil pH and phosphate levels. In
contrast, the distribution of nitrate levels shows
no clear correlation with income, indicating
that nitrates are more readily influenced by
factors such as the availability and use of
nitrogen-based fertilizers, which can be
accessed and applied regardless of

socioeconomic status. Poorer pH levels in
lower-income areas suggest a lack of resources
or knowledge necessary to amend and manage
soil conditions effectively. This can affect the
ability of plants to absorb nutrients and thrive,
which in turn impacts the overall ecosystem
health and the aesthetic and environmental
quality of these neighborhoods. Similarly, the
lower phosphate levels in these areas could
indicate less access to or utilization of
phosphate fertilizers, which are essential for
robust plant growth. These findings underscore
a crucial aspect of urban inequality:
environmental disparities are often deeply
intertwined with economic conditions.
Lower-income communities not only face
economic disadvantages but also bear the brunt
of environmental degradation, which includes
poorer soil quality. This inequity can limit their
ability to engage in and benefit from
sustainable practices such as xeriscaping and.
Using native plants is more sustainable and
cost-effective in the long term. Addressing the
disparities in soil quality is a fundamental step
toward rectifying broader environmental
injustices. Improving soil quality in
economically disadvantaged areas can help
level the playing field, allowing all
communities to participate in and benefit from
sustainable landscaping practices. This
enhances the urban environment and
contributes to greater social equity. Efforts to
educate communities about soil health, increase
accessibility to soil amendments, and integrate
soil improvement into broader urban planning
and community development initiatives are
essential. In conclusion, while the challenges
are significant, the findings provide a clear
directive for city planners, policymakers, and
community organizations to prioritize soil
health as a key element of environmental
justice and urban sustainability. By addressing
soil quality disparities, Austin can take a
meaningful step towards ensuring that all its
residents have the opportunity to live in
healthy, vibrant, and sustainable environments.
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Abstract
This study is a comparative analysis of the counting systems within the Goidelic and
Brythonic branches of the Celtic languages, an Indo-European family comprising six extant
languages. While Irish, Manx, and Scottish Gaelic constitute the Goidelic branch, Welsh,
Cornish, and Breton form the Brythonic branch. Despite their common Proto-Celtic origins,
these languages have evolved distinct features over time, influenced by historical
migrations nearby cultures. This analysis aims to highlight the similarities and differences in
the numeral systems of these 6 languages as well as their salient features.

Keywords
Keyword 1 Linguistics; Keyword 2 Number Systems; Keyword 3 Celtic Languages;
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Introduction
The Celtic languages, members of the Indo-European family, comprise by six extant
languages—Irish, Manx, and Scottish Gaelic which form the Goidelic branch, and Welsh,
Cornish, and Breton which comprise the Brythonic branch (Ball) (MacAulay). Historically,
these languages enjoyed widespread usage across the British Isles and the northwestern
coast of France. Today however, of all the Celtic tongues, only Irish holds the distinction of
being an official language of an independent nation, Ireland, and was also the 21st officially
working language by the European Union in 2007 (Hoyte-West).

The Brythonic languages as well as the Goidelic languages trace their origins to early Celtic
migrations, leading to the spread of the Brythonic languages across southern Scotland,
Wales, Cornwall, and Brittany (Jackson). The migration of Brittonic people to the
Armorican peninsula (Brittany) and the subsequent development of the Breton language
are attributed to the influx of Anglo-Saxons to the British Isles. Meanwhile, Goidelic
languages took root primarily in Ireland before being diffused to the Isle of Man and
Scotland (McEvoy et al.).

The Goidelic and Brythonic Celtic languages exhibit a significant linguistic divergence
stemming from their Proto-Celtic origins. Goidelic languages like Irish, Scottish Gaelic, and
Manx are classified as Q-Celtic due to their retention of the Proto-Celtic *k^w phoneme,
represented by a 'k' sound. In contrast, Brythonic languages such as Welsh, Breton, and
Cornish are categorized as P-Celtic, characterized by the transformation of the *k^w sound
into 'p'.

Both Brythonic and Goidelic language groups exhibit unique features, such as initial
consonant mutations. These initial mutations involve word-initial or morpheme-initial
consonant changes under the influence of a preceding word or morpheme. (Willis).
Additionally, both language families demonstrate similar tendencies in their use of the
verbal noun or infinitive constructions, wherein the verbal noun can perform the function of
a finite verb. (Fowkes). Both groups also share a common lexical heritage with words of
non-Indo-European origin found only in Brythonic and Goidelic (Mikhailova).



In addition, Goidelic and Brythonic branches exhibit nuanced similarities and differences in
their counting systems, encompassing not just cardinal numbers but also ordinals. Despite
both branches sharing a base-20 counting system (vigesimal), their syntax and morphology
exhibit differences. While there has been some exploration of the differences and
similarities between these two branches in other fields, research into in how numbers are
expressed in these languages is limited. This comparative analysis of counting systems in
Goidelic and Brythonic languages aims to unravel this and highlight each system’s
distinguishing features.

Cardinal Numbers in Goidelic Languages
Number Irish (Gaeilge) Scottish Gaelic

(Gàidhlig)
Manx (Gaelg)

1 a haon aon nane

2 a dó dhà jees

3 a trí trì tree

4 a ceathair ceithir kiare

5 a cúig còig queig

6 a sé sia shey

7 a seacht seachd shiaght

8 a hocht ochd hoght

9 a naoi naoi nuy

10 a deich deich jeih

11 a haon déag aon deug nane-jeig

12 a dó dhéag dhà dheug daa-yeig

13 a trí déag trì deug tree-jeig

20 fiche fichead feed

21 fiche a haon fichead 's a h-aon feed nane

22 fiche a dó fichead 's a dhà feed jees

23 fiche a trí fichead 's a trì feed tree

30 tríocha, fiche a
deich

trithead, deich air
fhichead

treead, jeig as feed

40 daichead, dhá
fhichead)

ceathrad, dà
fhichead

daeed



50 caoga, dhá fhichead
a deich

caogad, leth-cheud queigad, jeig as
daeed

60 seasca, trí fichid seasgad, trì
fichead

sheyad, tree feed

70 seachtó, trí fichid a
deich

seachdad, trì
fichead ’s a deich

shiaghtad, tree feed
as jeih

80 ochtó, ceithre fichid ochdad, ceithir
fichead

hoghtad, kiare feed

90 nócha, ceithre fichid
a deich

naochad, ceithir
fichead ’s a deich

nuyad, kiare feed as
jeig

100 céad ceud keead

200 dhá chéad dà cheud daa cheead

400 ceithre chéad ceithir ceud kiare keead

800 ocht gcéad ochd ceud hoght keead

1000 míle mìle thousane

Adapted from Omniglot

Cardinal Numbers in Byrthonic Languages
Number Irish (Gaeilge) Scottish Gaelic

(Gàidhlig)
Manx (Gaelg)

Number Welsh (Cymraeg) Cornish (Kernewek) Breton (Brezhoneg)

1 un (M) / un (F) onan (M) / unn (F) unan (M) / unan (F)

2 dau (M) / dwy (F) dew (M) / diw (F) daou (M) / div (F)

3 tri (M) / tair (F) tri (M/F) tri (M) / teir (F)

4 pedwar (M) / pedair
(F)

peswar (M) / peswar
(F)

pevar (M) / peder (F)

5 pump pymp pemp

6 chwech hwegh c'hwec'h

7 saith seyth seizh

8 wyth eth eizh

9 naw naw nav

10 deg deg dek



11 un ar ddeg unnek unnek

12 deuddeg dewdhek daouzek

13 tri ar ddeg tredhek trizek

20 ugain ugens ugent

21 un ar hugain onan warn ugens unan warn ugent

22 dau ar hugain dew warn ugens daou warn ugent

23 tri ar hugain tri warn ugens tri warn ugent

30 tri deg, deg ar
hugain

tregens tregont

40 pedwar deg,
deugain

dew ugens daou-ugent

50 hanner cant, deg a
deugain

hanter kans hanter-kant

60 chwe deg, trigain tri ugens tri-ugent

70 saith deg, deg a
thrigain

dek ha tri ugens dek ha tri-ugent

80 wyth deg, pedwar
ugain

peswar ugens pevar-ugent

90 naw deg, deg a
phedwar ugain

dek ha peswar
ugens

dek ha pevar-ugent

100 cant kans kant

200 dau gant dew kans daou c'hant

400 pedwar cant peswar kans pevar c'hant

800 wyth cant eth kans eizh kant

1000 mil mil mil

Adapted from Omniglot

Comparison Between Goidelic and Brythonic Cardinal
Systems
Base Systems

Goidelic Languages incorporate both base-10 and base-20 systems in their numerals. In
Irish, for example, fiche (20) and dhá fhichead (40, literally 'two twenties') showcase the



base-20 system. However 40 can also be called daichead in the base-10 system. In
Scottish Gaelic, 50 can be called caogad as well as leth-cheud (literally ‘half hundred’).

On the other hand, Brythonic languages such as Cornish and Breton predominantly use a
vigesimal (base-20) system for counting. For example, 60 in Cornish and Breton is tri ugens
and tri-urgent (literally ‘three twenties’) respectively. Welsh, while historically vigesimal, now
frequently uses a decimal system, especially in formal and educational contexts, making it
an exception within the Brythonic branch. In Welsh, 50 is both hanner cant (literally, ‘half
hundred’) and deg a deugain (literally, ‘ten and fourty’), showcasing both a decimal and
vigesimal system.

Morphological Similarities

Within each branch, numbers share morphological similarities:

● The number 1 in Irish (a haon), Scottish Gaelic (aon), and Manx (nane) shows clear
linguistic kinship.

● The number 3 is a trí in Irish, trì in Scottish Gaelic, and tree in Manx.
● The number 4 across the Brythonic languages: Welsh (pedwar (M) / pedair (F)),

Cornish (peswar), and Breton (pevar (M) / peder (F)) exhibit remarkable similarity,
derived from a common Proto-Brythonic root.

● For 20, Welsh uses ugain, Cornish ugens, and Breton ugent.

Use of Compound Forms

Both the Goidelic and Brythonic branches of the Celtic languages exhibit the use of
compound forms to construct larger numbers, especially within the vigesimal (base-20)
system. For instance, in Irish, the number 65 is expressed as "trí fichid a cúig," which
translates to "three twenties and five." This expression demonstrates how three groups of
twenty are combined with an additional five. Similarly, 75 in Irish can be articulated as "trí
fichid a cúig déag," meaning "three twenties and fifteen." Here again, the base-20 system is
used to reach sixty (three twenties), and then fifteen is added on top.

The Brythonic languages, including Welsh, Cornish, and Breton, also exhibit this intricate
use of compound forms for cardinal numbering. Welsh, for example, expresses 50 as "deg
wyth ar hugain," which directly translates to "eighteen on twenty." Cornish and Breton follow
a similar pattern.

Gender Variations in Numerals

A unique feature within some of these languages is the variation of numerals with gender,
particularly noticeable in the Brythonic branch. For example, in Welsh, the numbers two,
three, and four change form based on the gender of the noun they modify (e.g., dau (M) /
dwy (F) for "two").

In Cornish, the numbers also exhibit gender variations:

● "onan" (masculine) / "unn" (feminine) for "one"
● "dew" (masculine) / "diw" (feminine) for "two"

Breton, too, shows gender distinction in its numbers:



● "unan" (masculine) / "un" (feminine) for "one"
● "daou" (masculine) / "div" (feminine) for "two"

Similar to Welsh, these variations help to match the numeral to the gender of the noun it is
quantifying. This gender variation in numerals, applicable from numbers one to four, is a
distinctive feature of the Brythonic languages, that is different from the Goidelic languages,
where such gender distinctions in numbers are generally not made.

Ordinal Numbers in Goidelic Languages
Number Irish (Gaeilge) Scottish Gaelic

(Gàidhlig)
Manx (Gaelg)

1st céad ciad kiad

2nd dara dara nah

3rd tríú treas treeoo

4th ceathrú ceathramh kerroo

5th cúigiú còigeamh queiggoo

6th séú sia(gh)amh sheyoo

7th seachtú seachdamh shiaghtoo

8th ochtú ochdamh hoghtoo

9th naoú naoidheamh nuyoo

10th deichiú deicheamh jeihoo

11th aonú déag aonamh deug /
h-aonamh deug

nane-jeigoo

12th dóú déag dàrna deug / dàrna
deug

daa-yeigoo

13th tríú déag treasamh deug / an
treasamh deug

tree-jeigoo

20th fichiú ficheadamh feedoo

21st fiche haonú fichead 's a
h-aonamh

feed as naneoo

22nd fiche dóú fichead 's a dhàrna feed as daaoo

23rd fiche tríú fichead 's an
treasamh

feed as treeoo

30th tríochadú tritheadamh tree-feedoo



40th daicheadú dà fhicheadamh daeedoo

50th caogadú caogadamh queigadoo

60th seascaú seasgadamh shey-feedoo

70th seachtóú seachdad(ach)amh shiaght-feedoo

80th ochtódú ochdad(ach)amh hoght-feedoo

90th nóchadú naochadamh nuy-feedoo

100th céadú ceudamh keeadoo

200th dhá chéadú dà cheudamh daa cheeadoo

400th ceathrú céadú ceithir ceudamh kiare cheeadoo

800th ochtú céadú ochd ceudamh hoght cheeadoo

1000th mílítheach mìleamh thousaneoo

Adapted from Omniglot

Ordinal Numbers in Byrthonic Languages
Number Welsh (Cymraeg) Cornish (Kernewek) Breton (Brezhoneg)

1st cyntaf kynsa kentañ

2nd ail eil eil

3rd trydydd tressa trede

4th pedwerydd peswora pevare

5th pumed pymthek pempvet

6th chweched hwetek c'hwec'hvet

7th seithfed seytek seizhvet

8th wythfed ethek eizhvet

9th nawfed nawnsek naved

10th degfed degthek dekvet

11th unfed ar ddeg unnekves unnekvet

12th deuddegfed dewdhekves daouzekvet

13th trydydd ar ddeg tredhekves trizekvet

20th ugeinfed ugensves ugentvet



21st unfed ar hugain onan warn
ugensves

unan warn ugentvet

22nd ail ar hugain dew warn ugensves daou warn ugentvet

23rd trydydd ar hugain tri warn ugensves tri warn ugentvet

30th degfed ar hugain degves warn ugens tregontvet

40th pedwar deg
deugainfed

dew ugensves daouugentvet

50th pum deg hanner
canfed

hanter kansves hanter-kantvet

60th chwe deg trigainfed tri-ugensves tri-ugentvet

70th saith deg degfed a
thrigain

degves ha tri ugens dek ha tri-ugentvet

80th wyth deg pedwar
ugainfed

peswar-ugensves pevar-ugentvet

90th degfed a phedwar
ugain

degves ha peswar
ugens

dek ha
pevar-ugentvet

100th cantfed kansves kantvet

200th dau gantfed dew kansves daou c'hantvet

400th pedwar cantfed peswar kansves pevar c'hantvet

800th wyth cantfed eth kansves eizh kantvet

1000th milfed milves milvet

Adapted from Omniglot

Comparison Between Goidelic and Brythonic Ordinal
Systems
Base Systems

Goidelic Languages incorporate only base-10 systems for their ordinal numbers. In Irish, for
example, 30th is tríochadú in Irish, tritheadamh in Scottish, and tree-feedoo in Manx. On the
other hand, Brythonic languages use both a vigesimal (base-20) system and a decimal
(base-10 system) for ordinal number counting. For example, 60th in Cornish and Breton is
tri-ugensves and tri-ugentvet respectively. Welsh, unlike cardinal numbers, uses a
vigesimal system too. In Welsh, 70th is saith deg degfed a thrigain. However, the traditional
ordinal numbers above 31 are not commonly used in colloquial Welsh.

Language-Specific Constructions



In the Goidelic languages a straightforward method is typically used, where the base
number is directly combined with an ordinal indicator to form ordinals. For example, the
Irish ordinal number for 11th is "aonú déag," which directly combines "aon" (one) with
"déag" (ten) and an ordinal suffix "-ú." Similarly, for 12th, "dóú déag" follows the same
pattern, blending "dó" (two) with "déag." In Manx, a unique suffix "-oo" is added to denote
ordinality, as seen in "nane-jeigoo" for 11th, where "nane" stands for one, and "jeig" for ten.

Conversely, the Brythonic languagesoften employ a combination of prepositional phrases
and vigesimal counting, particularly for ordinals beyond 20. This approach reflects a
nuanced relationship between numerals and their linguistic context. For instance, the Welsh
for 21st is "unfed ar hugain," literally translating to "first on twenty. The Cornish for 22nd,
"dew warn ugensves," translates to "two on twenty," employing a similar structure. In
Breton, "unan warn ugentvet" for 21st showcases the same vigesimal basis combined with
prepositional phrasing.

Conclusion
The numeral systems in Goidelic and Brythonic languages, while sharing a common Celtic
origin, diverge significantly in their structure and complexity. Research into numeral
systems across languages supports the idea that these systems reflect a functional need
for efficient communication. In doing so, they balance the need to communicate precisely
with minimal cognitive resources (Xu, Liu, & Regier).

The morphological similarities within each branch, such as the resemblance among the
numerals for 'one' and 'three' in Goidelic languages (a haon, aon, nane; and a trí, trì, tree,
respectively), and among 'four' and 'twenty' in Brythonic languages (pedwar/pedair, peswar,
pevar/peder; and ugain, ugens, ugent, respectively), showcase a shared linguistic heritage
between both branches of languages.

The use of compound forms for constructing larger numbers, a common feature in both
branches helps expanding numeral systems beyond basic numerals to express larger
quantities among Celtic languages. Languages from both branches utilize a consistent
scheme of compound forms to form numerals above 10. In addition, Brythonic languages
have numbers with grammatical gender between numbers 1 to 4 to distinguish objects of
differing genders.
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Abstract—The rover mission is to conduct unmanned
search and rescue in harsh and unknown environments. This
paper explores the components necessary for the transforming
Ground Search and Rescue Rover. Most importantly looking
into the robotic arm and tracks used on the rover. By
researching different systems used by Mars rovers and ATVs,
A design can be formulated for the mission.
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I. GROUND SEARCH AND RESCUE ROBOTIC
ARM

a) After flying over to the specified location,
the drone can land and transform into a
rover. This rover will be able to traverse
the terrain and complete the mission of
search and rescue without needing a
human driver. This will reduce the risk of
accidents occuring during the mission. A
robotic arm on the ground rover could be
used to drill through obstacles while also
providing more vision for the rover. By
examining these designs on Mars Rovers,
it can be understood what components are
needed on the mission and what
mechanisms to use. The requirements of
this mission include being able to traverse
quickly on the ground after landing for a
search and rescue mission. This rover has
to do this unmanned and be able to
complete the mission efficiently. It needs
to be able to go through uncharted terrain
and landscapes.

b) A. Literature Review of Similar Vehicles

c) By analyzing vehicles with robotic arms, a design
can be formulated for the ground search and rescue mission.
This section will explore the Perseverance, Spirit,
Opportunity, and Curiosity Mars Rovers.

Perseverance Mars Rover
Perseverance was sent to Mars to search for signs of past
life and collect rock samples. The Perseverance Mars Rover
is about the size of a car and contains many components to
successfully complete the mission. The part that is most
important to look into for ground search and rescue rover is
the robotic arm. The robotic arm on the Perseverance Rover
contains instruments and tools necessary to search on Mars,
although many of these instruments won’t be necessary for
the Ground Search and Rescue rover some instruments may
be used.

1) Specifications: The robotic arm on the
Perseverance Mars Rover has a maximum extension range
of 7 feet and the arm has five degrees of freedom as shown
in Fig. 1 [1].

Fig. 1. Perseverance Rover Robotic Arm [1]

2) Instruments on the turret: The perseverance rover
arm has a turret on the end that houses all of the important
equipment used on the mission as shown in Fig. 2. The
coring and regolith drill bits create 1 inch holes to extract
rock cores, while the abrader bit scrapes off layers of rock.
The SHERLOC and WATSON sensor studies minerals. The
SHERLOC is a spectrometer that uses a laser to study
minerals, while the WATSON is a camera that acts like a
magnifying glass and records minerals [1]. The WATSON
can also be used to get views of different rover systems such
as the wheels, which can be useful if there's a problem with
the rover [1]. The PIXL sensor studies changes in textures
and chemicals of materials. It does this to detect possible
signs of past life [1]. The GDRT (Gaseous Dust Removal
Tool) is an instrument that removes particles during drilling
[1]. The Ground Contact sensor prevents the arm from
damaging itself if it is too low to the ground [1]. It also
stops the rover if the arm is too close to the ground.



Fig. 2. The turret on the Perseverance Robotic Arm [1]

Spirit and Opportunity Rover
The Spirit and Opportunity Rover were sent to Mars in
search of clues about past water on Mars. Both Spirit and
Opportunity contained a robotic arm that housed
instruments used to complete the mission as shown in Fig.
3. Although the Spirit and Opportunity mission was only 90
days long, the engineering allowed for it to last well past the
original 90-day time frame. Although the ground search and
rescue mission won’t need the same instruments, there are
some systems that could be used as inspiration.

1) Specifications: The robotic arm has a maximum
extension range of 3 feet. Three joints on the arm
use a total of five motors (5 degrees of freedom) as
shown in Fig. 3 [2]. The shoulder joint one motor
controls side to side movement which can 160
degrees. One motor controls up and down
movement which can move 70 degrees. The elbow
joint moves 290 degrees folding the arm up or out.
The wrist joint can move vertically and
horizontally. It moves vertically 340 degrees and
can twist horizontally 350 degrees [2].

Fig. 3. Robotic arm used on the Spirit and Opportunity Rover [2]

2) Instruments on the Turret: The turret as shown in
Fig. 4 houses all the important instruments used by
Spirit and Opportunity. Microscopic imager
provides close up images of soil for detailed
analysis. The APXS sensor analyzes elements in
the soil [2]. The Rock Abrasion Tool grinds away
rock to reveal materials. It also has a brush which

cleans the abrasion tool before it grinds again. The
Spectrometer analyzes iron in soil and rocks.

Fig. 4. Close up 3D CAD drawing of the Spirit and
Opportunity’s turret on the end of the robotic arm. [2]

3) Spirit and Opportunity’s Eyes: Spirit and
Opportunity both contain a series of cameras and
sensors to help with navigation as the mission is
unmanned. There are 4 Hazcams (Hazard Avoiding
Cameras) which capture 3D imagery to prevent the
rover from getting lost or colliding with obstacles.
These cameras are statically mounted and cannot
move. Each one provides a 120-degree viewing
area [2]. The 4 cameras work together to map out
the terrain 3 meters in each direction [2]. Mounted
on the head and neck of the rover are two
Navigation Cameras. These help with ground
navigation. There are also two Panoramic Cameras
that create three dimensional panoramas of the
martian surface. There are 8 different filters for the
cameras, including a solar filter which can help
with navigation. The solar filter can be applied and
the cameras can be pointed at the sun to navigate
[2].

Curiosity Rover
Curiosity was sent to Mars in search of evidence of past life.
It had a robotic arm that was used to collect samples and
conduct research for the mission as shown in Fig. 5. The
robot arm performs rock sampling just how a human
geologist would. The arm allows for precise research acting
as an extension of the Rover. By exploring the details of the
robotic arm on Curiosity, a robotic arm can be designed for
the ground search and rescue mission.

1) Specifications: The Curiosity Rover robotic arm
has 4 degrees of freedom, a maximum extension of
3 ft and a 350-degree range of motion [3]. The arm
has a mass of 66 lbs and the diameter of the arm is
24 inches [3].



Fig. 5. CAD of the Curiosity Rover Robotic Arm [3]

2) Instruments on the turret: The Curiosity Rover
robotic arm has a turret on the end of it that houses
many of the instruments used on the mission. The
APXS is a spectrometer used to analyze materials
by measuring the abundance of chemicals in rocks
and soil on Mars [3]. MAHLI is an instrument that
allows the rover to take close up pictures and do
analysis [3]. The instrument can take pictures at
scales smaller than the diameter of a human hair.
The CHIMRA is an instrument used to sort rocks
and scoop them for analysis [3]. It has tools to
sieve and portion samples of rock. The Drill system
on the curiosity rover is used to drill samples. It
creates bores that are up to 2 inches long. DRT
(dust removal) is an instrument used to remove the
dust that is produced from drilling [3].

II. GROUND SEARCH AND RESCUE TRACKS
When deciding whether to use wheels or tracks, the mission
requirements have to be kept in mind. Tracks in this case
would be more beneficial as they are more reliable in harsh
environments. All terrain vehicles (ATV) or utility task
vehicles (UTV) usually have 4 sets of tracks instead of
wheels. UTVs have bigger back tracks which accounts for
the greater weight on UTVs. The design will utilize a
similar system to ATVs with 4 sets of tracks that are smaller
and more equal sized. Below are certain types of tracks that
are common to ATVs.

A. Literature review of similar track designs

d) By analyzing similar track designs, a
design can be formulated for the tracks on
the ground search and rescue mission.
This section will explore the Camso X4S
Track System, PowerFlex Trax, and EZ
ATV Tracks.

Camso X4S Track System:
Camso X4S tracks are built for all types of ATVs or small
UTVs. The Camso X4S tracks are built for 300cc ATVs. It
uses internal drive which means that the motors are not
directly mounted to the tracks. The solid steel frame

provides for better front steering and structure [4]. There is
one main drive wheel on the top that is connected to the axle
of the vehicle. The other wheels are used as guides for the
track.

1) Specifications: The length of the front tracks is 40
inches while the back tracks are slightly longer at
42.5 inches. The height of the front tracks are
slightly taller at 23.8 inches while the back tracks
are 23.2 inches tall. The width of the tracks is 22
inches [4]. The slight curve on the front tracks
provides for a more stable ride compared to that of
a flat track as shown in Fig. 7.

Fig. 6. Left: Camso X4S back tracks. Right: Camso X4S front
tracks [4]

PowerFlex Trax:
These tracks are used mainly on the back of vehicles. The
full suspension system on the bottom wheels, as shown in
Fig. 7, provides for a smooth ride. The design allows for
even distribution of weight. There is a main drive wheel that
is located on the top of the chassis. This wheel is connected
to the axle of the vehicle and it moves the tracks. Similarly
to the other designs the other wheels provide structure for
the track as it spins.

2) Specifications: The length of the track is 110
inches. While the height of the track is 80 inches.
The ground contact width is 36 inches [5].

Fig. 7. PowerFlex Trax back tracks. [5]

EZ ATV Tracks:
EZ ATV tracks are designed for 4 wheel drive ATVs. An
important thing to keep track of is that these tracks have no
suspension system. As shown in Fig. 8 there is one main
drive wheel and 5 other support wheels. The frame is made
out of aluminum [6]. There is a wheel located at the top of
the track where the axle is connected to. This provides the
power needed to spin the tracks and move the vehicle. Like
the other two designs the wheels on the bottom wheels
provide structure for the track as it spins.



1) Specifications: The EZ ATV tracks have a weight
of 121 lbs. The track width is 13 inches. The height
and length of the track is unknown.

Fig. 8. EZ ATV Tracks [6]

III. PROPOSED GROUND SEARCH AND
RESCUE DESIGN

Based on the previous designs shown in parts I and II, a
design can be formulated. When designing the ground
search and rescue rover the mission goal has to be kept in
mind. The rover should be able to quickly and efficiently
navigate harsh and unknown environments to search for
people. There are two parts that will be focused on the
robotic arm and the tracks.

A. Robotic Arm Design
The ground search and rescue mission is not the same as the
Mars Rover missions however, some of the instruments on
these rovers could be used on the mission. The ground
search and rescue mission robotic arm needs to fulfill
multiple criteria. The robotic arm needs to have enough
maneuverability to cut through obstacles while also being
lightweight enough to reduce the amount of weight during
landing and takeoff. A lightweight but strong design with
multiple degrees of freedom needs to be achieved. The arm
will also need to carry the weight of the camera(s) and a
drill. The position of the arm on the rover will be at the back
side, and the base of the arm will be mounted sideways. As
shown in Fig. 9. there will be two positions of the arm: the
retracted and extended position. The retracted position will
be used during takeoff, landing and flying. While the
extended position will be the typical position during the
ground mission.

Fig. 9. CAD of the Ground Search and Rescue Robotic Arm.
Retracted Position on the left and Extended Position on the
right.

1) The Hand: The hand is located at the end of the
Robotic Arm. On the hand will be a drill with
similar design to the drill on the three rovers
discussed above that could be used on our mission.
A drill would enable the robot to cut through
obstacles that are in the way. This would give the
robot more flexibility. The drill could also be used
to help lift the rover over rocks or free the rover
when it is stuck. The drill on the robotic Arm for
the ground search and rescue mission will be
located on the hand as shown in Fig. 9. Having a
camera or a set of cameras on the robotic arm
would give the rover a greater field of vision. The
Camera on the Robotic Arm will be mounted on
the hand of the Arm as shown in Fig. 9. It will
allow the rover to search in hard to reach areas.
However the weight has to be balanced so that the
arm is still easy to move. Many of the instruments
of the Mars rovers won’t be needed, such as the
spectrometers, however a ground contact sensor
could be useful in preventing damages while
driving.

2) Specifications: 4 degrees of freedom will provide
enough maneuverability for the drill and cameras
while also allowing the arm to fold during takeoff
and landing. The arm would have to be lightweight
but strong enough to carry the load of the turret. A
material such as aluminum or carbon fiber would
be a good fit as they both have high strength to
weight ratios. The base as shown in Fig. 9 of the
robotic arm will be on a turning platform that will
be powered by a motor. The three joints as shown
in Fig. 9 of the arm will be powered by servos, as
servos provide for accurate movements. Two of
these joints will be the two sections of the arm, and
the last joint controls the movement of the hand.

B. Tracks Design
By taking into consideration the different designs a
design that incorporates multiple aspects of each
one will create the best end result. Having four sets



of tracks is the best design for the rover. The
curved front tracks and flat backtracks will be the
most beneficial as it will give the rover good
maneuverability while also providing stability. The
flat back tracks will provide the traction needed for
movement while the curved front tracks will allow
the rover to move over obstacles. Instead of having
a steering system, a tank drive with four motors
will be used on the rover as steering would not be
possible with 4 tracks. A tank drive turns by
powering different configurations of motors at
different speeds so that the rover turns. The drive
wheel is the top most wheel on the track as shown
in Fig. 10. The motors attached to these wheels are
shown in Fig. 11. It is also important to have
suspension on the bottom wheels as the terrain
could be rocky. The suspension is shown in Fig. 10
on the first small wheel. This will allow the rover
to more easily traverse obstacles. It is important
that the placement of the suspension also keeps the
belt tensioned at all times.

Fig. 10. Side view of the front and back tracks

Fig. 11. Isometric view of the tracks and the motors.

IV. CONCLUSION
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This research paper explores different robotic arms
designs on Mars Rovers, and also explores different track
system designs. Then by compiling these designs a
proposed design for the ground search and rescue mission
is proposed. The ground search and rescue rover will be
able to traverse difficult and unfamiliar terrain efficiently
after landing, and will be able to takeoff after the mission
is complete.


